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'\ ABSTRACT

A R

A comprehensive methodology for the design of municipal

water distribution systems that explicitly incorporates reliability

and performance into the system design is developed. The complex

design problem is decomposed within the context of a three-level

hierarchically integrated system of models. The first and second

level models combine to select the links in the distribution system

layout. The third level model accomplishes the detailed system

design for the layout from the upper level models. Two alternative

first level models, a shortest path tree and a nonlinear programming

model, are developed to select the minimum cost tree layout. Two

second level, complementary 0-1 integer programming models are

developed to select the loop-forming links for the minimum cost

tree layout. The third level nonlinear programing model optimizes

the detailed distribution system design (link diameters, pump capa-

cities, elevated storage heights, and valve resistance) of the

resulting network layout with respect to distribution system per-

formance under expected emergency loading conditions (fire demand,

v



broken links, pump outage). This detailed design is performed

subject to satisfying steady state conditions, minimum performance

levels under normal loading conditions, and maximum budget level.

The methodology is applied to the design of a real life water

distribution system.
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CHAPTER 1

LITERATURE REVIEW

1.1 Introduction to Water Distribution Systems

1.1.1 Major System Components

A water distribution system generally consists of a set of

sources, pipes, pumps, and valves that supply water to a set of

demand points. In network terms the source and demand points may

be represented by nodes and the pipes may be represented by links or

arcs connecting the nodes. Source nodes bring flow into the network

while demand nodes withdraw flow from the network. A special type

of source, the balancing storage reservoir, has a dual function of

filling up with water during periods of low demand (night) and

releasing water during periods of high demand (late afternoon/early

evening).

1.1.2 Conservation of Energy

Flowing water contains both kinetic and potential energy.

It possesses kinetic energy due to its motion. It contains two I
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2

forms of potential energy, one by virtue of its elevation and the

other by virtue of its pressure. The energy per unit weight (E/g')

of a fluid is the sum of these three energy components:

E P V2g' - EL + + - (-)
y 2g'

due due
energy/unit weight = to + to + Kinetic

elevation pressure

where EL is the vertical distance above some datum plane, P is

the fluid pressure, y the specific weight of the fluid, g' the

acceleration of gravity, and V the velocity of the liquid [1].

Since the units of energy are force times length and gravity is a

force, the dimension of equation (1-1) is length (more correctly

energy per pound). Each of the terms is designated as a "head,"

i.e., EL , is the elevation head, P/y is the pressure head and

V 2/2g' is the velocity head. The sum of EL + P/y is denoted as the

piezometric or hydraulic head and the sum EL + P/y + V 2/2g' is the

total or stagnation head.

Whenever fluid flow passes a fixed wall or boundary, fluid

friction exists. Thus, between any two distinct points in a pipeline

there is a frictional head loss AHF due to pipe resistance and valve I

II
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resistance. The calculation of frictional head loss will be dis-

cussed in section 1.1.3.

A pump is associated with a link and adds pressure head to

each unit weight of fluid passing through the pump. The pressure

head or head lift added by a pump will be denoted by XP.

Figure 1-1 depicts water flowing from point 1 to point 2 in

a link with a pump adding head in between the two points. Ber-

noulli's equation for incompressible fluid flow accounts for the

change in energy level that occurs between the two points:

+ P1 + V12 + vP 2 V22
ELL +- + 2 + HF (1-2)

1 Y 2g' 2 y Y -+H

In pipeline design problems the velocity head is usually negligible

compared to the other head components simplifying equation (1-2) to

P1  P2
EL + -+ XP = EL +-+ AHF (1-3)
1 Y 2 Y

1.1.3 Frictional Head Loss Equations

There are several equations which may be used to evaluate a

link's frictional head loss, i.e., the conversion of energy per unit

weight into a nonrecoverable form of energy. These equations are

categorized as either empirical or rational equations. The empirical

A{
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5

frictional head loss equation for a link has the general form

AHF = K~n L (1-4)

where Q is the link flow rate, f its diameter, L its length, K a

constant which is determined by the roughness of the pipe and the

particular units of measurement, and n and m are positive con-

stants. The most widely used empirical equation is the Hazen-

Williams equation [2]

AHF : 10.471 Q i.852 L
(HW)1.852 D4 .87

where HW is the Hazen-Williams roughness coefficient, flow Q is

given in gallons per minute (GPM), link length L is given in feet,

and link diameter D is given in inches. Empirical equations were

specifically derived for waterworks practice and do not take into

account variations in gravity, temperature, or type of liquid.

In contrast the newer rational equations were developed

analytically and verified by extensive, systematic laboratory test-

ing. Unlike the empirical equations any consistent units of meas-

urement and liquids of different viscosities and temperatures may

be used. The Darcy Weisbach equation is the most widely used

- - - - .. .. 
1__
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rational equation:

ff L V 2

6.HF = D 2g' (1-6)

where f' is a dimensionless friction factor. The friction factor

depends on several factors including the type of flow, i.e.,

laminar, turbulent, the Reynolds number (Re), and the relative

roughness of the pipe wall (e'/D). For waterflowin closed conduits

the Colebrook-White equation is usually used to calculate F'.

1 1.14 -2 log 0  + R9f.3) (1-7)
Vf 1 Re f7)

In most cases the rational equations cannot be solved

directly because of the requirement to use iterative techniques to

solve for f' . Thus, although theoretically more sound the rational

equations are somewhat more difficult to use than the older empiri-

cal equations.

The general form of the empirical head loss equation (1-4)

will be used throughout this paper. All mathematical models and

numerical examples presented in this paper use the Hazen-Williams

formula (1-5) with units of flow rate in gallons per minute, diame-

ter in inches, and link length and head loss in feet.

II
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1.1.4 Steady State Flow Conditions

To properly design a water distribution system it is neces-

sary to study its behavior under steady state flow conditions, i.e.,

where flow does not change over time. The laws of conservation of

flow and energy characterize steady state conditions.

Conservation of flow requires that the flow rate entering a

node must equal the flow rate leaving a node. For each node i

this requirement can be expressed mathematically as

Z: Qk Z2:Q k= b. (1-8)
k O. kE T. 11 1

i = 1, ... NNODE

where Qk is the flow rate on link k , 0i is the set of links with

flows leaving node i, T. the set of links with flows entering node

i, b.i the external flow at node i, and NNODE the number of nodes in

the network. External flow b. is positive if it enters a node

(source node) and negative if it leaves a node (demand node). The

seven conservation of flow equations for the network in Figure 1-2

are written below.

i-iti I I I
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Q1  = 5000

- + Q + Q3  = -450

"Q2 + Q7 = -450

-Q3 + Q4 + Q5  = -600 (1-9)

-Q4 -Q7 + Q8  = -1200

-Q5 + Q6 = -1450

Q6 -Q = -850

Any one of the equations in the linear system of equations (1-8) may

be deleted as redundant leaving NNODE - 1 equations in NLINK unknown

link flows.

For an arbitrary network of NLINK links and NNODE nodes

there are

NLOOP = NLINK - NNODE + 1 (1-10)

non-overlapping loops in the network [3]. For a tree network

NLOOP = 0 and NLINK = NNODE - 1 [3]. Thus, for a tree network the

number of independent nodal equations is equal to the number of

unknown link flows and the system (1-8) can be solved directly

for Qk'

Conservation of energy requires that the net frictional head

losses around any loop equal zero. For a network with NLOOP loops

--- p
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we have the system of NLOOP equations

+ HF k 0

kE LOOP. (1-11)

i = 1, ... NLOOP

where LOOP. is the set of links in loop i and &HFk is the fric-

tional head loss on link k. Using the general empirical frictional

head loss relationship (1-4) results in

n

Kk Qk Lk± : 0

kc LOOP. k (1-12)1
i = 1, ..., NLOOP

where Qk is the flow rate on link k , Lk its length, Dk its

diameter, and Kk a constant which depends on the link's roughness

coefficient (HWk for the Hazen-Williams equation) and the particu-

lar empirical equation and units of measurement chosen. The sign

of each head loss term in (1-12) depends on the direction of flow

in the link with respect to the direction (clockwise or counter-

clockwise) that the loop is traversed in writing the equation. The

two loop equations for Figure 1-2 are written below. Both loops

are traversed in a clockwise direction. Each link is assumed to

have a pipe of a single diameter Dk

- . . . . ........ . . ....... .. . ..---- --- --- -- .-- - - . _ __
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Combining the set of NNODE - I linear equations of (1-8)

and the NLOOP = NLINK - NNODE + 1 nonlinear equations of (1-12)

results in a system of NLINK equations in as many unknowns. The

unique flow solution to this nonlinear system of equations charac-

terizes steady state flow in the network.

1.2 Steady State Network Analysis

Because of the fundamental importance of balancing the net-

work, i.e., finding steady state flow conditions, in any distribution

,L_- . , , • ___.. ... ... ..-
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system analysis or optimization model, a great deal of research has

been devoted to finding efficient techniques to solve this problem.

The two most widely used methods for network balancing, the Hardy

Cross and the Newton-Rhapson methods, will be treated in detail.

This section will conclude with a summary of the major features of

alternative balancing methods.

1.2.1 Hardy Cross Method

The Hardy Cross method [4] (1936) is the oldest and most

widely used method for pipe network analysis. This method is an

iterative scheme originally developed for hand computation. With

the advent of the digital computer it was used as the basis for

numerous programs (Hoag and Weinberg (1957) [5], Graves and Brans-

come (1958) [6], Adams (1961) [7], Bellamy (1965) [8], and Dilling-

ham (1967) [9]).

To satisfy steady state conditions both the system of nodal

conservation of flow equations (1-8) and the system of conservation

of energy loop equations (1-12) must be satisfied. By appropriate

choice of unknowns, the Hardy Cross method can be applied to solv-

ing either nonlinear system of equations, (1-8) or (1-12), where
I

the remaining system is linear and is automatically satisfied at all

times. However, before discussing the specific application of the

_ _ _ _ _ _ _ _ _ _ _
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Hardy Cross method to the nodal or loop equations, we will discuss

its use in solving a general system of nonlinear equations.

In general, given a system of N simultaneous nonlinear

equations

h. ( ) : 0 (1-14)

where x = (x1 ... x N) is a vector of unknowns, the Hardy Cross

method attempts to solve the system of equations by making correc-
^k k k .

tions to one equation at a time. Let x = (xI  x ) be the1'" N

^kkvalue of the unknowns at iteration k . If h.i (Rk) =0 for all i

then x is the solution. Otherwise, we seek corrections to the

unknowns, Ak k k that A + <

A (A1  A.. N ) x such thtIh.i (x+ x)

Ihi (2k)1. Using a Taylor series expansion of equation i about

the current point k but only perturbing a single variable x.3

i.e., Axk (0, ..., Ax , 0, ...), we obtain

k k kk 3hi (Rk)
h k + Ak) = h (2k ) + Axk 3 k

1 j ax3

(1-15)
+ -. (Axk)2 _ hi ( +k

2 2

2x.

V -
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where h. (xk) / ; x. is the Zth partial derivative of h.1 3 1

with respect to x. evaluated at x . Retaining only the first two3

terms of the expansion (1-15), setting the right hand side equal to

zero, and solving for the correction term gives us

kk

k h h.( V)
A x. (1-16)

h.(k)
1

a X.

The above algorithm continues until the convergence criteria are

satisfied, e.g., hi  (xk)I < Cl for i= i, ..., N or

xI < E for j= , ... , N, El  2 > 0.

To solve the nonlinear system of loop equations (1-12) first

an initial flow distribution is chosen that satisfies the nodal con-

servation of flow equations (1-8). For the resulting loop equations

we have

n L.

h+ Kj. QJ = 0 (1-17)

ID
jc LOOP.

1

i = 1,.., NLOOP

.$
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The value of h. at the current flow distribution is the head
1

imbalance on loop i. The correction term is AQ i, the flow change

on loop (equation) i. AQi is applied to every link in the loop,

i.e., jE LOOP i., according to the link's flow direction. If AQi > 0,

the flow increases by I AQi I in those links with plus signs in loop

equation i and decreases by I AQi I in those links with minus

signs. If ,IQi < 0 , the direction of link flow change is reversed.

To compute AQi we compute

Sh. nK. Q n-l.
1 L (1-18)

al Q iD

jE LOOP. 31

and substitute (1-17) and (1-18) into (1-16) to obtain

jc LOOP, O.-jeLO. 0 - (1-19)A Q i 
n-

nK.Q. L.

jc LOOP i  D

or E A HF

je LOOP.A Qi (1-20)

1 ~ HF.

je L OP Qj

iM MIM I I.,V W I

=
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It is common in the Hardy Cross method to apply only one

iterative correction to each equation before proceeding to the next

equation. The algorithm terminates when either I hi I or

Q <  2 for all loops where sl' E2 > 0. A detailed state-

ment of the Hardy Cross loop method and its application to a two-

loop network is presented in Appendix A.

Alternatively, the Hardy Cross method may be applied to the

nodal conservation of flow equations (1-8). Applying the empirical

head loss equation (1-4) to link k and solving for Qk we have

I

Qk : K k n (1-21)

Substituting (1-21) into (1-8) results in the following nonlinear

system of equations

1 1

k~~~.0.~ [oAHk n-[~ HFk] n -b. = 0

(1-22)

i =1, ...,NNODE -

,17
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Heads at all nodes (except fixed head nodes) are arbitrarily

initialized thus automatically satisfying the conservation of energy

loop equations (1-12). The link head losses AHFk are computed by

subtracting the nodal heads at the end of the link. The direction

of link flow is from the node with the higher head to the node with

the lower head. The magnitude of the flow rate Qk is computed

using equation (1-21). However, now nodal conservation of flow

equations (1-8) may be violated. Similar to the loop method, nodal

head corrections are applied in such a manner as to satisfy nodal

conservation of flow equations using the correction term

Q- Q- bk O
kEO keT Qk i

AH. : - 1 (1-23)

n a HFk
ke 01 U T i  n k

i = i, ..., NNODE - l

where A H. is the head change at node i. Early implementations of1

the Hardy Cross method used the loop method ([5], [6]) while later

work ([7], [8]) tended to use the node method principally because

of the relative ease in specifying the input data. For large and

complex networks the Hardy Cross method frequently converges very

slowly if at all.

____ ____ ___ ____ ____ ___ ____ ___

_ _ _ _ _ _ _ _ _ _ _ _



18

1.2.2 Newton-Rhapson Method

The Newton-Rhapson method, also referred to as Newton's

method, differs from the Hardy Cross method in that it computes cor-

rections to all unknowns simultaneously rather than individually and

therefore uses either the entire system of nodal (1-8) or loop

(1-12) equations at once.

Given the system of simultaneous nonlinear equations (1-14)

k
and a current point I, each equation is expanded in a Taylor

series about xk allowing all unknowns to be perturbed simultane-

ously. Retaining only first order terms in the expansion and set-

ting each equation to zero results in the linear system of equations

at iteration k

k N a h. ( k k

h. ( A) + 0 (1-24)

ai : 1, ... , N

The vector of corrections A x is the solution of the

simultaneous system of linear equations

k k kJAC L x =-h (~)(1-25)

kwhere JAC is the Jacobian matrix

7Z7~. t
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ax a xN

JACk = (1-26)

a hN a h N

Ix1  ax N

kk

evaluated at the current point xk and h" "(kx (hI "1 k^,

hN (ik )). The new values of all the unknowns can be computed

immediately

k+l k kx. = x. + A x. (-27)S 3 3

j = 1, .,., N

The above algorithm continues until the selected convergence cri-

teria are satisfied.

Martin and Peters [10] in 1963 first applied the Newton-

Rhapson method to the network analysis problem. Since then several

researchers have refined its application to network analysis and

incorporated it as part of optimization models (Shamir [11] (1964),

Shamir and Howard [12] (1968), Epp and Fowler [13] (1970), Zarghamee

[14] (1971), Lemieux [15] (1972), and Donachie [16] (1973)). In

general, the Newton-Rhapson method is superior to the Hardy Cross

- -V-------- -- - -
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method assuming that the necessary matrix storage is available.

However, because of the nonconvexity of the system of loop and

nodal equations, for a general starting point, the inverse Jacobian

may not be positive definite or may not even exist. Thus, a poor

initial solution may not yield a direction of descent and the algo-

rithm may not converge (Luenberger [17]).

1.2.3 Alternative Methods

Wood and Charles (1972) [18] developed a linear theory

method for solving the network analysis problem. Linear theory

transforms the NLOOP nonlinear loop equations into linear equations

by approximating the head loss in each link by

Kk Lk (QO)n-I

HFk D m Qk (1-28)
Dk

0

where Qk is an initial estimate of the flow rate in each link and

Qk is unknown. The NLOOP linearized equations are then combined

with the NNODE - 1 nodal equations to form a linear system of NLINK

equations in as many unknowns. The solution of the system of linear

equations provides flow estimates for the next iteration. In prac-
I

tice, initial flows are automatically set to 1 flow unit. The

authors claim convergence in a relatively small number of iterations.

.4
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In a similar manner, Collins and Johnson (1975) [19] applied

the finite element method to the network balancing problem. Using

one dimensional finite element analysis, a system of linear equa-

tions was derived. Iterative solution of the resulting system

balances the network.

Kesavan and Chandrashekar (1972; [20] developed a graph-

theoretic model for network analysis. Unlike previous approaches

which automatically satisfy either conservation of flow (1-8) or

conservation of energy equations (1-12), the graph-theoretic model

directly utilizes both sets of constraints. The main advantage of

this approach is that the formulation procedure is independent of

the numerical technique used to solve the resulting set of nonlinear

equations.

Collins, Cooper, and Kennington (1976) [21] show that the

pipe network analysis problem is mathematically equivalent to a non-

linear optimization model. The nonlinear functions are replaced

with piece-wise linear functions, The resulting model is a linear

network flow problem for which excellent solution techniques exist.

This method makes solution of quite large network analysis problems

possible.

A

p-I I I I I I -
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1.3 Distribution System Layout Models

The first major task in water distribution system design

involves determining the layout of the major links in the network.

Although restricted somewhat by the requirement to use public

rights-of-way and private easements, there remains considerable

flexibility in selecting the links to connect the source nodes to

major nodal concentrations of demand [22]. In contrast to recent

work in sewer system design and layout (see Mays et al. (1976) [23])

existing methods ([24], [25], [26], [27]) of selecting the network

configuration generally make no real attempt to explicitly generate

and evaluate alternative network configurations in terms of their

ultimate impact on total system cost and on reliability of water

service. Existing methods provide little guidance to the design

engineer in selecting links other than on the proper use of contour

maps, the benefits of looped vs tree-shaped systems, and the impor-

tance of proper location of elevated storage reservoirs. Although

the cost of pipes account for well over half of the total distribu-

tion system cost [28], the water distribution system engineer must

rely on an assortment of rules of thumb in selt, ing the network

layout that must serve as the foundation for his detailed design

effort.

fl
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1.4 Optimization Models for Distribution System Design

A number of water distribution design optimization models

have been developed to assist the water engineer. Given a specific

set of links in the network layout, the optimization models deter-

mine pipe diameters, pump capacities, heights of elevated reser-

voirs, valve locations and other design parameters subject to satis-

fying steady state flow conditions and various bounds placed on pipe

diameters, flow rates, and nodal heads. The objective function of

these models focuses exclusively on monetary cost including acquisi-

tion, operation, and maintenance costs. Important capabilities of

the models include the type of system analyzed (branched and/or

looped), the number of sources allowed (single or multiple), the

number of loading (demand) design conditions handled. Solution

techniques range from linear programming to sophisticated nonlinear

optimization techniques.

The first significant optimization model was developed by

Shamir [11] in 1964. The decision variables were pipe diameters.

The objective function considered a single loading (demand) condi-

tion and was related to the energy loss in flow through all the

pipes. The steady state hydraulic solution was obtained by the

Newton-Rhapson method with the Jacobian of the solution used to

compute the components of the gradient.
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Pitchai [29] in 1966 used a random sampling technique to

search for the optimal diameters of a pipe network operating under a

number of loadings. The objective function contained the initial

and operating costs. Constraints on heads were taken into consider-

ation by adding penalties on constraint violation to the objective

function to be minimized.

Jacoby [30] in 1968 used a numerical gradient technique to

treat the same problem. Diameters were handled as continuous vari-

ables and the values obtained in the unconstrained optimization were

rounded to the nearest commercially available size. This rounding

could cause the selected design to be infeasible. The objective

function to be minimized was the combined cost of pumps and pipe-

lines, and penalties for violation of loop and nodal equations.

Karmeli et al. [31] in 1968 handled the design of branching

networks. Unlike the looped network, the steady state flow condi-

tions can be computed directly once supply and demand at each node

are given. Since the frictional head loss on a pipe and its cost

are linear functions of its length, by selecting the pipe lengths

as the decision variables, Karmeli et al. formulated a linear pro-

gramming model. Like previous researchers, the model only consid-

ered the initial cost in the objective function.

L
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Lai [32] in 1970 developed a dynamic programming model to

handle water distribution system capacity expansion. However, his

analysis was limited to tree shaped networks only.

Deb and Sarkar [33] present a method based on the equiva-

lent pipe diameter concept which allows a pipe with a single diame-

ter to replace a set of series or parallel pipes. The diameter of

the new pipe can be chosen to provide the equivalent frictional head

loss as the set of pipes it replaces. The authors handled only a

single source network requiring nodal heads to be specified in

advance. Costs of pipe, pumping, and the storage reservoir are

included.

Kolhaas and Mattern [34] in 1971 used separable programming

to determine not only the optimal diameters but also the pumps and

reservoirs for a looped system with all heads known. With heads

given the constraints become linear if flows are decision variables.

Diameters can be computed directly from the Hazen-Williams equation

with heads and flows fixed. The nonlinear objective function con-

tained the cost of pipes, pumps, and reservoirs.

Kally [35] in 1972 extended the method of using pipe lengths

as the decision variable to looped networks. To find the network

flow solution involved iteratively changing the decision variables,

approximating the resulting change in head pressures, and solving

L
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the new linear program until convergence is achieved. The objective

function only considered the initial cost of the pipe.

Cembrowicz and Harrington [36] in 1973 minimized the initial

pipe cost of a network subject to a single loading. Using graph

theory, the problem was decomposed so that the nonconvex total

objective function is separated into subsets of convex functions.

Each function, which relates to either a pipe or a loop, is mini-

mized separately using the method of feasible directions [37]. Con-

tinuous pipe diameters are assumed.

Swamee, Kumar and Khanna [38] in 1973 handle the problem of

minimizing the cost of a single source tree distribution system.

Using dynamic programming, the authors developed a closed form solu-

tion with an objective function covering pipe, pump, and elevated

reservoir capital and maintenance cost plus pumping energy costs.

Lam [39] in 1973 developed a discrete gradient optimization

technique for a water distribution system consisting only of a

single source, pipes, and demands. Pipe diameters were treated as

discrete variables. This technique avoids the rounding of a con-

tinuous diameter variable to the nearest commercially available

size.

Watanatada [40] in 1973 developed an optimization technique

for multiple source networks and applied it to real networks of

ui.
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moderate size. The constrained nonlinear optimization problem was

converted to an unconstrained optimization problem by incorporating

the constraints into the objective function with appropriate penalty

terms. Minimization of the resulting function was performed using

the variable metric [41] and conjugate gradient [42] methods.

Shamir [43] in 1974 extended his earlier work by developing

a methodology for handling both the optimal design and operation of

a water distribution system under one or several loading conditions.

Optimization was obtained by a combination of the generalized

reduced gradient (GRG) and penalty methods. The objective function

included initial cost of the design and cost of operation. The

author claims that physical measures of performance and penalties

for violating constraints may be incorporated into the objective

function but offers little guidance on properly defining these meas-

ures of performance.

Delfino [44] in 1975 formulated a nonlinear programming

model to minimize the cost of pipe and pumping fora looped network

using continuous pipe diameters. He used the generalized reduced

gradient (GRG) method to solve the problem.

Deb [45] in 1976 considered a distribution network with the

decision variable as the size of pipes, pressure surface over the

t , Il l~ l
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network, height and location of the elevated service reservoir, and

capacity of the pumping station. A gradient-like technique is used

to perform the optimization. The objective function encompassed

the initial cost of pipes, pumps, and elevated storage reservoir;

operation costs; and maintenance costs.

Alperovits and Shamir [46] in 1977 employed a method called

the linear programming gradient (LPG) method in optimizing a dis-

tribution system including pipes, pumps, valves, and reservoirs.

Decision variables have been expanded to include reservoir eleva-

tions and operational parameters such as the pumps to be operated

under each of the loading conditions. The objective function

included overall capital costs.

Cenedese and Mele [47] in 1978 minimize the capital cost of

pipe for looped networks by incorporating the constraints into the

objective function with a change of variable and by the addition of

a penalty term. The decision variables for the modified objective

function are the loop flows. Loop flows and nodal heads are alter-

nately changed using a direct search technique until a local mini-

mum is reached.

Deb [48] in 1978 developed a simple mathematical model for

a single source pumping system. Including the cost of pumps, pipes,

operation and maintenance, and energy, he formulated an equation

AIN
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for the total sy-stem cost as a function of pipe diameter (all pipes

are assumed to have the same diameter). Differentiating the objec-

tive function with respect to pipe diameter and setting the exprer-

sion to zero, a closed form solution for the single optimal diametL-

is derived for this special case.

Bhave [49] in 1978 developed a manual iterative approach for

minimizing the cost of a single source distribution system. The

heads at the demand nodes are treated as independent variables and

iteratively changed until convergence to an optimal solution occurs.

Diameters are continuous rather than discrete variables.

1.5 Reliability/Performance Models

The previous section reflects the great amount of research

devoted to minimum cost design of water distribution systems. The

emphasis has been placed on designing the system to function under

normal loading conditions, e.g., peak hour demand, maximum daily

demand, etc. This section reviews the work done on abnormal or

emergency loading conditions such as fire demand, pump failure, and

broken link loading conditions.

In 1970 de Neufville et al. [50] described their systems

analysis on the design of proposed additions to the primary supply

network of New York City. The authors examined four primary

a-I - .-- _ _ _ _ __ _ _ _ _ _ _ _ _
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measures of water distribution system design: (1) overall perform-

ance; (2) fail-safe reliability; (3) distribution of performance;

and (4) cost.

These measures were used to evaluate the desirability of

manually generated major design alternatives. The authors recog-

nized the shortcomings of available optimization methods and their

simplistic cost oriented objective functions, stating that "avail-

able optimization methods do not reflect the several criteria where-

by distribution networks are usually evaluated." They further con-

cluded that "mathematical techniques do not now consider all the

relevant factors of quality, reliability, and distribution of the

benefits." Most significant was their effort to quantitatively

evaluate water distribution system performance (nodal head values)

under realistic emergency loading conditions and to examine the

cost/benefit trade-offs associated with designing this performance

into the system.

Damelin, Shamir, and Arad [51] in 1972 developed a simula-

tion model to evaluate the reliability of supplying a known demand

pattern in a given water supply system in which shortfalls are

caused by random pump failures. An economic model is developed that

allows the user to evaluate the benefits (additional water obtained)

vs the cost of making specific improvements in the reliability of

wB..cm W - - - ..... .- ...... _________.... ._......__ ___.. ...___..,___
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the system. The researchers strongly emphasize the difficulty of

evaluating water distribution system reliability as follows:

Reliability has an economic value. Perfect reliability is
not necessarily the best economic solution as already has been
mentioned. To be able to compute the penalty due to imperfect
reliability, one has to assign an economic loss function to
shortfalls according to their magnitude and the time at which
they occur. We consider this assignment of economic loss
function to be impossible, at least for the moment, since the
actual value of water as a resource used by some production
system, say agriculture, has not been defined to everyone's
satisfaction.

Rao et al. [52] developed a simulation model to evaluate the

performance of an existing water distribution system under a variety

of loading conditions including both normal and emergency conditions.

The behavior of the system was examined over a 24-48 hour period.

Emphasis was placed on the detailed operation and control of the

system including the level of the storage reservoirs.

Several researchers have discussed the need for research

into developing explicit measures of water distribution reliability

and performance under emergency loading conditions. Kolhaas and

Mattern [34] claim to handle the requirement for reliability of

supply to each demand node in a looped network by simply imposing

non-zero lower bounds on minimum pipe diameters. Watanatada [40]

discusses the need to explicitly incorporate measures of reliabil-

ity into an optimization model to predict the way the system will

__I
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perform under emergency loading conditions. He identifies the need

for future research into a model in which various failure condi-

tions are contained explicitly. Shamir [43] proposes the maximi-

zation of weighted nodal heads as a potential measure of system

reliability. Delfino [44] formulates a combined minimum cost lay-

out and detailed design problem for a network requiring two alter-

nate paths from the source to each demand node. However, the author

only examines possible solution approaches and leaves the problem

as a subject for future research. Shamir and Alperovits [46] con-

clude that there is a need for additional distribution system per-

formance criteria (other than cost) in the objective function and

that a more basic definition of reliability of the network should

be developed instead of setting arbitrary constraints on minimal

pipe diameters.

1.6 Summary

A review of the literature indicates that considerable

research has been done and numerous models have been developed and

solved in the areas of steady state network analysis and minimum

cost optimization for a given network layout. However, there is

almost a complete absence of engineering design tools for the criti-

cal network layout problem. Likewise, very little work has been
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performed on developing basic measures of reliability/performance

for water distribution systems under expected emergency loading con-

ditions such as fire demand, link failure, and pump/power outage.

4
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CHAPTER 2

STATEMENT OF THE PROBLEM/SOLUTION APPROACH

2.1 Introduction

A review of the literature revealed two specific areas in

the design of water distribution systems that merited further

research effort:

1. Optimal network layout.

2. Reliability/performance of the distribution system under

emergency loading conditions.

Moreover, there appears to be a need to develop a comprehensive,

unified methodology for the total water distribution design process.

Such a methodology would be applicable not only to the design of a

new system but also provide a framework for the capacity expansion

of an existing system.

This chapter presents a verbal statement of the problem,

examines the potential solution approaches that were considered

during the process of the research, and outlines the three-level

hierarchical approach that resulted. Emphasis will be placed on

analyzing important conceptual aspects of the problem and its

34
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solution rather than detailed discussion about specific mathematical

models and solution algorithms. Our purpose here is tc lay a solid

conceptual foundation for the detailed description of the solution

technique presented in Chapters 3, 4, and 5.

2.2 Verbal Statement of the Problem

The following is a verbal statement of the problem presented

in the format of a mathematical programming problem:

GIVEN:

1. Set of source nodes and associated flow capacities.

2. Set of demand nodes.

3. Set of potential links and any unusual (high excavation/

right of way) extra costs for pipe installation.

4. Set of normal loading (demand) conditions.

5. Set of emergency loading conditions.

6. Set of potential pump locations, maximum capacities,

and costs.

7. Set of elevated storage reservoirs, maximum elevations,

and costs to elevate.

8. Set of commercially available pipe diameters and costs.

-. -. -



36

9. Minimum performance levels for normal loading conditions.

10. Maximum annual capital and operating budget.

FIND:

1. Layout of network links.

2. Link diameters.

3. Pump capacities.

4. Additional height for elevated storage reservoirs.

IN ORDER TO:

Maximize the distribution system performance under emergency

loading conditions.

SUBJECT TO:

1. Satisfying steady state flow conditions.

2. Satisfying minimum performance levels under normal loading

conditions.

3. Not exceeding the maximum annual budget.

4. Not exceeding maximum storage heights.

5. Not exceeding maximum pump capacities.

-- -. L i i T i ,
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The statement of the problem is intended to reflect the

general situation encountered by the water distribution system

design engineer during the reconnaissance stage of the design

process for a new system, i.e., selection of major system compo-

nents. The general nature of the problem statement allows it to

subsume important special cases such as capacity expansion of or

extensive modification to an existing system. Further, it is

important to note that this problem involves design of both the

network layout and major system components rather than assuming

a given layout. Also, by incorporating reliability directly into

the objective function, the problem statement explicitly addresses

the evaluation of water distribution system performance under emer-

gency loading conditions.

2.3 Water Distribution System Reliability

As revealed by the literature survey, there is no accepted

definition or measure of reliability for water distribution systems

although researchers often use the term. In the literature of sys-

tems analysis reliability is usually defined as the probability that

a system performs its mission within specified limits for a given

period of time in a specified environment [53]. To analytically

compute the mathematical reliability for a large system with many
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interactive subsystems requires knowledge of the precise reliabil-

ities of the basic subsystems and the impact on mission accomplish-

ment due to the set of all possible subsystem failures. Except

perhaps for the pumping subsystem there is little data available

on the mathematical reliability of water distribution subsystems

[54]. Thus, in analyzing water distribution systems conventional

mathematical reliability measures appear inappropriate.

The mission of a water distribution system is to deliver

water to its users in an economical yet reliable manner. Under

normal loading conditions (usually defined in terms of peak hourly

or maximum daily demands) the emphasis must naturally be on econ-

omy. However, under emergency loading conditions, i.e., critical

pump failures, high fire demands, and broken links, quantity and

quality of service may degrade catastrophically unless the system

design adequately considers these conditions. Thus, consistent

with de Neufville etal. [50] reliability for a water distribution

system will be defined in terms of the system's performance under

emergency loading conditions. The specific measure of performance

and hence reliability will depend on the specific nature of the

emergency loading condition. In general, the quantity of service

(flow rate) and/or quality of service (nodal head pressure) will

serve as measures of performance.
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2.4 Potential Solution Approaches

2.4.1 Single Integrated Mathematical Programming Model

Attempts to formulate a single integrated mathematical

programming model to solve the problem revealed the following:

1. The requirement to select the network layout requires

integer (0,l) variables.

2. The nonlinear frictional head loss terms result in a non-

linear constraint set.

3. To measure the nodal head pressures and incorporate them

as a constraint requires knowledge of a set of links

forming a path from a fixed head node to each node of

interest. Likewise, for multiple source networks con-

servation of energy requirements dictate knowledge of

a set of links forming a path between each pair of fixed

head nodes. If the loop conservation of energy constraints

(1-12) are used to enforce steady state conditions, the

appropriate set of loop constraints must also be identified.

Thus, the formulation of the appropriate steady state and

other layout dependent constraints may involve enumerating

all possible constraints associated with each potential

network layout.

4
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4. Depending on the specific constraint formulation, it may be

necessary to introduce additional 0 - 1 variables to insure

the network satisfies connectivity requirements.

5. Introducing broken link emergency loading conditions into

such a model would be virtually impossible since the net-

work layout is itself a decision variable.

Thus, based on the above observations not only solving but

even formulating the problem as a single integrated mathematical

programming model is extremely difficult and cumbersome, if not

actually impossible. Further, such a model would be almost certain

to defy solution even if it were formulated.

2.4.2 Two-Level Hierarchical Integrative Approach

Recognizing the difficulty of solving the problem with a

single, large, detailed, integrated model, the problem was initially

decomposed into a two-level ([55], Bradley et al.)or two layer

(Haimes [56]) hierarchically integrated system. This approach

recognizes the need for decomposing the elements of complex problems

within the context of a hierarchical system that links higher level

(strategic) decisions into lower level (tactical/operational) deci-

sions. The complete decision-making (design) process is partitioned

to select adequate models to deal with individual decisions at each

... . . . . -.- .. _-__ __
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hierarchical level. Linking mechanisms are developed for the

transferring of the higher level results to the lower hierarchical

levels.

The initial decomposition of the problem elements parti-

tioned the design process into two levels:

1. Strategic - Selection of a set of links forming a spanning

tree in the network.

2. Tactical/Operational - Selection o :he loop forming links

and the detailed system design.

Thus, the network layout was split among the two models.

Two heuristic models, to be discussed in Chapter 3, were developed

to handle the selection of the "primary" links in the "core" tree.

The presence of a spanning tree in the network eliminated many of

the formulation difficulties of the single integrated model but

there still remained the task of developing a solution algorithm

for the resulting nonlinear integer programming model (selection

of redundant links).

Considerable effort was invested in developing an algorithm

to solve this nonlinear integer programming model. A complex heuris-

tic algorithm based on comparing the benefit/cost ratio [57] of add-

ing (deleting) each candidate loop-forming "redundant" link to (from)

|I
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the core tree was developed. Although the mechanics of the algor-

ithm worked well, unexpected results on a small, two-looped network

for a single normal and emergency (fire demand) condition led to

further decomposition of the model. For the fire demand loading

condition the benefit/cost ratio of adding a redundant link to the

core tree was negative. This result led to the recognition that

the real value of redundant links was their ability to provide con-

tinuing service in case of failure of the larger primary links.

Thus, selection of the redundant links (which is based on satisfy-

ing the broken primary link emergency loading conditions) became

the task of a separate intermediate level model. The third level

of the hierarchy accomplishes the detailed system design using the

network layout from the first and second level models and takes

into account the remaining emergency loading conditions (fire

demand, pump outage).

2.4.3 Three-Level Hierarchical Integrative Approach

The approach chosen to handle the problem involves a hier-

archy of three models:

1. Strategic - Selection of the core tree of primary links.

2. Tactical - Selection of the loop forming redundant links.

3. Operational - Detailed design of the system.
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For each level it was necessary to develop an appropriate

model properly integrating the results of the higher level model(s).

The first two models combine to design the system layout while the

lowest level model optimizes the detail design of the resulting lay-

out with respect to performance/reliability under the selected non-

broken links emergency loading conditions. The resulting decomposi-

tion eliminated the requirement to solve a nonlinear integer program

but more importantly it represents a logical, comprehensive approach

to solution of the problem. The specific description of and ration-

ale for selecting each of the three models is presented in Chapters

3, 4 and 5.



CHAPTER 3

SELECTION OF TREE LAYOUT

3.1 Introduction

Let us consider the problem of connecting a set of demand

nodes to a single source node with a set of potential links. The

minimum number of links required to satisfy all nodal demands is

NNODE - 1 where NNODE is the total number of nodes. This set of

NNODE - 1 links forms a spanning tree for the network. For rural

water distribution systems where demand nodes are far apart it is

not unusual to install a tree shaped distribution system because of

the high cost to provide multiple paths to each demand node. Muni-

cipal water distribution systems, on the other hand, usually are

looped providing at least two paths to each demand node. In this

chapter we will consider the problem of selecting the optimal tree

layout for the distribution system. After fully characterizing the

nature of the optimal tree, we will examine existing techniques for

identifying this optimal tree and complete the analytical develop-

ment of a recently proposed technique [49]. Then, we will present

a new technique that remedies the difficulties of existing

44

777m



45

techniques. Finally, efficient methods for generating alternative

near optimal tree layouts will be discussed.

3.2 Properties of the Core Tree

3.2.1 Definition

The minimum cost spanning tree under the normal loading con-

dition will be termed the core tree and the links in the core tree,

the primary links. The links not in the core tree will be referred

to as the non-tree links or candidate redundant links. Non-tree

links which are eventually selected as part of the full network

layout (see Chapter 4) will be called redundant links.

3.2.2 Economy

3.2.2.1 Problem P1

Consider the following problem of minimizing the total costs

of designing a looped distribution system subject to satisfying

steady state conditions and minimum head levels under the normal

loading condition:

i
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PROBLEM P1

NLINK 2 NPUMP
Minimize Z Z I Dk Lk + PU [XPk, ePk ]

k k=[I k 1k=l k=l

(3-1)
NST

+ STCk XSk

k 1

subject to

Qk - k= b (3-2)

k e. kET.

i D ONODE U SNODE

n-i
-HkI  Hk )Dk Kk Qk k Lk (3-3)

k = 1, ..., NLINK

Hi ELi + (XPk + XSk) (3-4)

k e PS.

i e SNODE

Hi ELi + HMIN1 (3-5)

i e DNODE

_ _ _ _ _ _ _ _ _ _ _ _ _ i
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H. : H.- EL. (3-6)
1 1 1

iE DNODE

D > 0 k = 1 ... , NLINK (3-7)

XPk> 0 k = l, ....NPUMP (3-8)

XSk> 0 k = l,..., NST (3-9)

where

NLINK--the number of links (primary and non-tree) in the

network

zl' z2--co
nstant dimensionless link cost parameters

Dk--the diameter of link k in inches

L k--the length of link k in feet

NPUMP--the number of pumps in the system

XP k--the head lift provided by pump k in feet

QPk--the flow rate through pump k in gallons per minute

PU [XP k, QPk]--the equivalent uniform annual cost in

dollars for pump k. The capital cost

component of PU is a nonlinear function

of head and flow rate.

m |
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NST--the number of elevated storage reservoirs in the system

XS k--the additional height to raise storage reservoir k

in feet

STCk--the equivalent uniform annual cost in dollars per foot

for raising storage reservoir k

Qk-the flow rate on link k in gallons per minute

b.--the external flow at node i in gallons per minute1

K k--a constant dependent on link k's roughness coefficient

H.--the pressure head at node i in feet1

H.--the total head at node i in feet which is the sum of

potential head due to elevation (ELi) and the pressure

head (Hi)

EL.--the elevation above a specified datum plane, e.g., sea

level, in feet

k1, k2--the two nodes incident to link k

PS.--the set of pumps and storage reservoirs at source

node i

DNODE--the set of demand nodes

SNODE--the set of source nodes

HMIN.--the minimum pressure head at demand node i in feet1

The objective function (3-1) composed of link, pump, and

storage costs is the total equivalent uniform annual cost of the

L,
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distribution system in dollars. The linear system of equations

(3-2) insures nodal conservation of flow equation (1-8) is satisfied.

Equation (3-3) is the frictional head loss equation for each link.

In this model the total nodal heads (H.) are explicitly

chosen. Thus, as in the Hardy Cross nodal method (see section

1.2.1) an arbitrary selection of H. automatically satisfies loop

conservation of energy requirements (equation 1-11) but may not

satisfy nodal conservation of flow. The direction of head loss

in equation (3-3) determines the flow direction and sign of Q

Equation (3-4) states that the total head at each source node is

the sum of the nodal elevation plus the head added by pumps and

storage reservoirs located at the node. Inequality (3-5) and equa-

tion (3-6) combine to insure that the pressure head (Hi) at each

demand node exceeds the minimum required pressure head (HMINi).

Inequalities (3-7), (3-8) and (3-9) are the nonnegative diameter,

pump head lift, and storage height decision variables, respectively.

3.2.2.2 Theorem I

The following theorem (Delfino [44]) demonstrates the desir-

ability of identifying and using the core tree as a base for the

network layout problem.
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THEOREM I

Assuming that Problem P1 has a finite optimal solution,

there is an optimal solution corresponding to a spanning tree of

the looped network.

PROOF: Assume we have a finite optimal solution for Prob-

lem P1 with optimal values of the decision variables H1 , iE DNODE

U SNODE; XPk , k=l ... , NPUMP; XSk , k = 1, ... , NST; Dk ,

k = 1, ..., NLINK; and Qk 9 k =1 ... NLINK. Therefore the fol-

lowing inequality holds

Z (Dk , Qk ' Hi XPk 'XSk) < Z (Dk , Qky Hi' XPk 9 XSk)

(3-10)

for any feasible 0k and Qk'- *

Fix Hi at H. I iE DNODE U SNODE; XPk at XP k  k = 1,

NPUMP; and XSk at XSk , k = 1, ..., NST. Thus, using equation

(3-3) we can obtain the fnllowing expressions:

1. For links k such that Hk- Hk € 0 using equation (3-3)

we have

D Kk IQkI n L k  (3-11

S - H I
I H k2
k 

k

IV
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2. For links k with H k Hk 0, Dk  0 and Q k 0.

Let L be the set of links with this property.

Eliminating Dk using equation (3-11) Problem Pl becomes

PROBLEM P2

NLINK 3
Minimize k 1 Kk Lk IQk' (3-12)

k 1

k L

subject to

Qk- Qk b (3-13)

k E i  keT.*11
k L k L

i E DNODE U SNODE

where

Kk Lk Z2/m

k L* k ] (3-14)

1 2

n 2
n3; 3-5
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The objective function (3-12) is concave under the condi-

tion that

nZ5
n 2 1 (3.16)

3 m

For the Hazen-Williams equation n = 1.852 and m 4.87. Thus,

the expression (3-16) becomes

1.852 2
3= 4.87 < 1 (3-17)

or

Z2 < 2.63 (3-18)

For 1976 cost data the value of Z is 1.01 2 is 1.29 [48].

Thus, Problem P2 involves minimizing a concave function

over a convex set. Since Problem Pl has a finite optimal solution,

Problem P2 also has a finite optimal solution which is given by a

spanning forest T of the network. If the spanning forest is con-

nected, it is also a spanning tree. Otherwise, T plus some links

with zero flow, i.e., links with H - H = 0, form a spanning

tree T in the network.

Let be the link flows associated with the spanning

tree T and D , the corresponding diameters computed using
k

• l l |
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equation (3-11). Thus, we can write

Z (D k Q Hi XPk XS < Z (D Hi XP XS

(3-19)

for any feasible Dk and Qk"

From (3-10) and (3-19) we must have

Z (Dk , QR Hi 9 XPk ' XSk ) Z (Dk, Qk' Hi, XPk' XSk)

(3-20)

Since (Dk, Qk' Hi , XPk' XSk) is an optital solution the

following inequality holds

Z (Dk , k ' Hi 'XPk XSk <  Z (K k Qk Hit XPk XSk

(3-21)

for any feasible (Dk, Qk' Hit XPk' XSk).

Hence (Dk, Qk 9 His XP k XSk) is also optimal for Problem

Pl.

Q.E.D.

4
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Consider the two loop, single source distribution system

with an elevated storage reservoir at node 1 shown in Figure 3-1.

Figure 3-1 also depicts the normal nodal demands, nodal elevations,

and link lengths. To illustrate the importance of flow distribution

Mk ) the flow distribution was fixed at a number of points (approxi-

mately 1200) and Problem Pl was solved using linear programming [46].

The base flow distribution corresponds to zero flow in both links 7

and 8. Loop flow changes (AQI and AQl), which preserve nodal con-

servation of flow, are made to the base flow distribution. The base

flow distribution corresponds to aQI = g II 0. The flow distribu-

tion was varied parametrically in 50 GPM increments about I=

Q~I 0. A three-dimensional perspective of the minimum cost (Z)

vs. the loop flow changes (AQI and AQII) is shown in Figure 3-2.

The large valleys in the figure correspond to flow distributions

with either one or two links at zero flow. This figure also illus-

trates the low cost of the spanning trees with layouts similar to

that of the core tree.

3.3 Identification of Core Tree

Based on the desirable properties of the core tree as a

basis for the distribution system layout, it appears worthwhile to

have the capability to identify the core tree in an efficient manner.

I
rI
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First, we will evaluate three existing techniques for finding the

core tree. Next, we will complete the development of a promising

technique recently suggested by Bhave [49]. Finally, we will pre-

sent a new model that overcomes the inadequacies of existing

techniques.

3.3.1 Exhaustive Enumeration

One possible way to identify the core tree is to enumerate

all spanning trees, optimize each tree with respect to cost, and

select the tree with the lowest cost. Graph theory can be used to

compute the number of possible spanning trees for an arbitrary set

of nodes and potential links.

The fixed nodes of the distribution system and the potential

links can be represented by an undirected graph GRAPH = [NODE, LINK]

where NODE is the set of all nodes and LINK the set of all potential

links in the graph. Let NNODE be the number of nodes in NODE and

NLINK be the number of links in LINK. To determine the number of

different spanning trees for a specific distribution network

requires the Matrix-Tree Theorem for Graphs [58]. Let M'(GRAPH)

be an NNODE by NNODE matrix with the diagonal elements of M', m'

equal to the degree of node i. The degree of a node is the number

. m m -
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of links incident to the node. For the off-diagonal elements of M'

let m'. -1 if nodes i and j are adjacent, i.e., connected by a

single link and m' = 0 otherwise.

MATRIX TREE THEOREM FOR GRAPHS

For any connected labeled graph GRAPH all cofactors of the

matrix M'(GRAPH) are equal and their common value is the number of

spanning trees of GRAPH.

Consider the graph GRAPH with four nodes and four links

shown in Figure 3-3. The three potential spanning trees are derived

by deleting any link except (3, 4) and are also shown in Figure 3-3.

1 2 3 4

2 - 2 0 -1
M'(GRAPH) =

3 0 0 1 -1

4 L-1 -1 -1

Since all the cofactors are equal, we can take the cofactor

of Ml

I ___I

-------- - --i- .
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2 0 -1

0 1 -I : 2(2) - 0(-l) + (-l)(1) : 3

-1 -1 3

The network of Figure 3-4 [36] with only 10 nodes and 13

links has 208 possible spanning trees. The 20 node, 28 link network

of Figure 3-5 [47] has 135,320 possible spanning trees. Thus, for

any reasonable size network, exhaustive enumeration and optimization

of all spanning trees is infeasible.

3.3.2 Steady State Network Analysis

Barlow and Markland [22] propose using steady state network

analysis for finding a "basic" tree in the network which roughly

corresponds to our core tree. The procedure involves the following

steps:

1. Assign each link in the network the same fixed diameter.

2. Balance the network under the normal loading condition.

3. Select the links in the core tree as those links carrying

the larger flows in the network.

4
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This method appears to be based on the observation that

water tends to concentrate in the primary links of the system. How-

ever, the authors present no justification for this heuristic, pro-

vide no examples, and provide no guidance concerning the specific

pipe diameter to select or procedure for recognizing flow concentra-

tion. Furthermore, this method fails to take into account that the

cost of a link varies with its diameter.

3.3.3 Direct Optimization

Alperovits and Shamir [46] state without proof that when a

network is designed for a single loading condition that unless a

minimum diameter is specified for all links that the minimum cost

network will have a branching (tree) configuration. The authors

imply that the core tree can be identified using their Linear Pro-

gramming Gradient (LPG) technique by initially including all poten-

tial links in the system and setting very small minimum diameters

on all links (I inch). The minimum cost network is found by solv-

ing a sequence of linear programming problems. Between each linear

programming iteration, the loop flows are changed using a gradient

computed from a combination of the dual variables and the deriva-

tives of the loop equations. Theoretically, the minimum cost solu-

tion will have all links not in the core tree at the minimum

A
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diameter and with minimal flow in them. This author's own extensive

experience using the LPG method has indicated that the final flow

distribution is highly sensitive to the initial flow distribution,

i.e., the flow distribution tends to move towards the flow distribu-

tion of the nearest trz!e. This behavior is not surprising because

of the nonconvex constraint set that can only guarantee a local

optimum solution and because of the general superiority of tree

layouts imbedded within a looped network. Furthermore, the compu-

tational expense of using several different initial flow distribu-

tions in an attempt to find a global optimum and identify the core

tree becomes very burdensome even for a moderate size network;

Alperovits and Shamir [46] report a cost of $60 for a single LPG

run to minimize the cost of a 65-link, 52-node network.

3.3.4 Shortest Path Tree Model

Bhave [49] uses the shortest path tree as part of an algo-

rithm to minimize the cost of a fixed layout single source distri-

bution system. Although the author claims that the shortest path

tree is generally the optimal network, he provides no empirical

and little analytical support beyond what is necessary to support

the use of the shortest path tree in his optimization model. This

section analytically derives the shortest path tree model and

.. .........-- - - _ _ _ _ _ __--_-
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3.3.4.1 Analytic Derivation

In a water distribution system external energy is imparted

to water by pumps (pressure energy) and elevated storage reservoirs

(potential energy). The principal internal energy loss is due to

frictional head losses in the pipe. To provide flow to a demand

node i at some minimum energy (head) level, HMIN. , involves a

tradeoff between the cost of adding external energy and

reducing internal energy losses. Assuming a fixed tree layout for

a single source network with all links composed of single diameter

pipes Dk of length Lk , the head at node i is

H. EL - EL. + -' + XPk1 S k
k F PATH . k PATH

si si

Kk Qk L
(3-22)

k E PATH D ksi

Where s is the source node and PATH . is the set of links, pumps,

and elevated storage on the path from source s to node i.

--- -
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Since the precise tradeoff between external energy gains and

internal energy losses is part of the final, detailed design model,

we will focus on the last term of (3-22) involving internal fric-

tional energy loss. To reduce internal frictional energy loss for

a tree layout involves

1. Increasing the link diameters (D k) on the unique path from

the source node to the demand node in the current network

layout.

2. Finding an alternate path from the source node to node i

that has the lower total head loss.

Since the first alternative involves detailed design, we will con-

sider the second alternative of finding improved paths.

For any link k the quantity

nKk Qk AHFk

k k m k Lk (3-23)

k

is the hydraulic gradient and represents the head loss per unit

length of pipe. Under normal conditions (peak hour denand) with

each primary link operating near capacity, Jk should be roughly

the same for all links. A rule of thumb for estimating the flow

capacity of a link [60] is
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QMAX 10 D (3-24)
k k

where QMAX k is in gallons per minute and Dk in inches. Letting all

links operate most efficiently at their intended capacities we have

n  2n-m n D.8
= K :10  D k Kk 10 (3-25)

for typical values of n and m . With Dk ranging from 6 to 20
-8

inches Dk  ranges from .23 to .10. A link with an extremely highk

Jk (high flow rate versus diameter) is dissipating energy at an

excessive rate and should be replaced with a larger, more efficient

link. Likewise, an extremely low hydraulic gradient implies too

low a flow in relation to link diameter and a smaller diameter link

or no link at all is in order.

A common engineering design restriction is that the velocity

of water in a link Vk remains within fairly narrow limits. Let Ak

be the cross-sectional area of link k.

2 k K
Then Q A V k Vk [1] and J= (IL)n -S--n ." Thus, theTe Qk =  k Vk 4 - k- k 4' -

uk

assumption that Jk is uniform on all links is consistent with this

design restriction on flow velocity. Furthermore, samples of the

hydraulic gradient from several optimization runs of different tree

_ _ Ra UL|
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shaped systems lend further empirical support to this assumption.

Letting Jk = j, equation (3-12) becomes

H. = EL - EL. + ' XSk + XPk

k PATH. kEPATH.sl si

(3-26)

Lk

k E PATHsi

For each demand node we would like to minimize the internal fric-

tional energy losses in lieu of costs. This results in the overall

problem of minimizing

~Lk

i c DNODE k F PATH.si

where the decision variable is the path from the source node to

each demand node PATH .. This is the problem of finding the short-S1

est path tree rooted at the source node.

A mathematical model of the problem formulated as a path

selection problem is presented below.

I 
,
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PROBLEM P3

NP.

Minimize a LPij yij (3-27)

isDNODE j = I

NP.

ii = 1 i ONODE (3-28)

ij =  O,1

y 0, 1

i s DNODE

j=l 1.... ,NP.NP1

where

NP.--the number of different paths from the source node to

node i
.th

LP. .--the length of j path from the source to node i.13

( 1 if path j = 1, ..., NP. is chosen
yij ' 1

Y 0 otherwise

3.3.4.2 Solution Technique

Finding the shortest path tree in a network is simply the

classical shortest path problem applied to finding the set of

_ _ _ _ _ _ _ _
C- I m I a
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shortest paths from a fixed root node (source) to all other nodes

(demand) in the network. In the literature the shortest path tree

is formulated as a minimum cost flow problem where each demand node

has a requirement for a single. unit of flow and the source node has

NNODE - 1 units to supply. Problem P2 has been formulated as a

more cumbersome 0-1 integer programming problem purely to illus-

trate the conceptual problem of selecting the set of NNODE - 1

shortest paths from the source node to the demand nodes. There are

a variety of efficient techniques for finding the shortest path

tree for a network with nonnegative link costs including dynamic

programming, network flow programming, and Dijkstra's algorithm

[59].

3.3.4.3 Multiple Source Application

The previous discussion and Bhave's work [49] were restricted

to single source networks. To apply the shortest path dpproach to

multiple source networks requires that each demand node be assigned

to one of the sources. This assignment should be based on source

capacities, nodal demands, and the distances between each source and

demand node. The use of the uncapacitated linear minimum cost flow

model appears appropriate to make this assignment. A statement of

the model is presented below.
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PROBLEM P4

NLINK
Minimize L Q

k i k kk = I

subject to Z Qk Z Qk : bi

k E:O. k E T.

i = 1, ....NNODE-1

Qk>0 k = l, ... NLINK

Efficient network flow programming codes are available to solve this

problem. It should be noted that no capacity constraints have been

placed on the link flows. Water pipes are designed to withstand a

certain amount of pressure depending on the pressure class of the

pipe. It has been assumed that sufficiently large diameters are

available to handle maximum flow rates in the distribution system.

The maximum pipe diameter may be estimated using the flow capacity

equation (3-24).

Solution of the linear minimum cost flow problem (Problem P4)

should determine the demand nodes assigned to each source node. How-

ever, some demand nodes may be supplied by more than one source. In

this case, the node can be arbitrarily assigned to either source.

r .. . .. .A
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Once the shortest path trees have been found for each source the

trees are connected to form the single spanning core tree. The

choice of connecting links is somewhat arbitrary. Good choices

include the shortest link connecting the trees or the link that

completes the shortest path between the two source nodes. Chapter 6

will illustrate the application of the above techniques to a two-

source distribution system.

3.3.4.4 Empirical Support

To test the goodness of the shortest path tree model an

extensive search of the literature was conducted for papers opti-

mizing specific looped distribution systems. For each network the

shortest path tree was found. By examining the results of the opti-

mization algorithm, the primary links in the core tree were identi-

fied by eliminating the links from the network with minimum flow and

diameters (redundant links). In every case the shortest path tree

and the tree obtained by the optimization algorithm were identical.

Summary information on the network problems surveyed is given in

Table 3-1.

For the distribution system shown in Figure 3-1 consisting

of 7 nodes, 8 potential links, and an elevated storage reservoir at

node 1 all 15 spanning trees were enumerated (Figure 3-6) and the K }____
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TABLE 3-1

RESULTS OF CORE TREE LITERATURE SURVEY

No. No. No. No.
Reference Nodes Links Loops Spanning

Trees

Ceredese [47] 20 28 9 135,320

and Mele

Watanadata [40] 4 25 2 8

Kally [35] 9 11 3 52

Jacoby [30] 6 7 2 15

Alperovits & [46] 7 8 2 18
Shamir

I- ,
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minimum cost design was found for each tree layout. Table 3-2 pre-

sents the minimum cost (column 2) and the tree path length (column 3),

the total length of the tree paths from the source node to each de-

mand node, for each tree layout. A linear least squares fit of the

data yielded a coefficient of determination of .941 confirming the

strong correlation between the actual minimum cost and the tree path

length criteria. Columns 4 and 5 of Table 3-2 are results for linear

and nonlinear flow models which will be discussed in section 3.3.5.

3.3.5 Nonlinear Minimum Cost Flow Model

3.3.5.1 Analytic Derivation

The shortest path tree model focused on the problem of mini-

mizing internal energy losses thereby reducing the need for adding

expensive external energy in the form of pumps and/or elevated

storage. Without any regard for external energy costs the minimum

cost tree layout would clearly be a minimal spanning tree with all

links at minimal commercially available diameter. From a total cost

viewpoint such a system would represent an extremely inefficient

use of pipes since links with larger flows would have a very high

hydraulic gradient Jk and would be dissipating excessive amounts

of energy per unit length of pipe.

C. A
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Table 3-2

EVALUATION OF SPANNING TREES

Tree Nonlinear Linear
Links Miiu Path flow Flow

Missing Length cost Cost
(ft) (ft-gpm) (000 ft-gpm)

7,8 31,428 35,500 627,074 31,900

6,7 33,684 35,500 657,122 31,900

2,8 3E,915 40,000 681,892 34,415

2,6 36,991 40,000 710,055 33,925

4,8 37,955 40,000 769,335 37,300

4,7 43,700 45,500 785,320 43,900

5,7 44,588 47,000 791,005 42,050

4,6 44,834 47,000 846,166 47,480

2,5 47,277 47,000 842,386 44,075

3,6 54,939 59,500 996,833 56,600

2,4 55,267 60,000 941,693 50,425

3,8 55,354 62,500 995,601 59,050

4,5 59,706 56,000 1,008,546 59,660

3,5 61,709 63,500 1,130,716 66,650

3,4 66,991 73,500 1,170,119 68,300

q ... . .
,, • .. I I I I I I l
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As in the derivation of the shortest path tree model assume

that all candidate links in the system are operating at the same

optimal hydraulic gradient J. Thus, assuming all candidate links

may havenonzero flow Problem P2 can be rewritten as follows:

PROBLEM P5

NLINK 3

Minimize N Kk Lk Qk (3-29)

k =

subject to

Qk > k b, (3-30)

k EO. kcT.1 1

i c DNODE U SNODE

The feasible region for Problem PS is convex since all the

constraints are continuous linear functions. The feasible region

is closed since it contains all its boundary points [17] and bounded

since

0< Qk b s
s e SNODE

Since the objective function is continuous, by Weierstrass' Theorem

it attains a minimum over the constraint set [17].

..



78

The objective function is concave since it is the sum of

nonnegatively weighted concave functions. By Theorem 3 [17, p. 119]

any convex (concave) function f defined on a closed, bounded set

which has a maximum (minimum) over P achieve this maximum

(minimum) at an extreme point of

The linear constraint set is that of the general uncapaci-

tated minimum cost flow problem. An extreme point of this con-

straint set corresponds to a spanning tree for the network [55]. In

this case the optimal solution will be the core tree.

3.3.5.2 Solution Technique

Since the objective function of Problem P5 has the form

NLINK
Minimize I f (Qk ) (3-31)

NLINK
subject to k gik (Qk b. (3-32)

kl

i SNODE U DNODE

63

where fk (Q = Kk Lk Qk

gik (Qk) = k

KI
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the problem is separable in Qk'

Instead of solving the problem directly, an approximation

is made in order that linear programming can be utilized. Two types

of approximations, called the 6-method and the A-method, are gen-

erally used [55]. The objective function is linearized using a

piecewise-linear approximation. Since the problem involves minimiz-

ing a concave function, restricted basis entry rules must be incor-

porated in the simplex method to insure that the proper sections of

the piecewise-linear approximation are used. Appendix B fully

describes the X-method of approximation used in the research.

3.3.5.3 Empirical Support

Applying separable programming to solve Problem P5 for the

distribution system of Figure 3-1 resulted in identifying the

minimal cost tree consisting of links 1-6. Letting Kk = 1, i.e.,

all links have the same roughness coefficient, the nonlinear objec-

tive function value (3-29) was evaluated for the remaining spanning

trees and the results are presented in column 4 of Table 3-2. A

least squares fit of the data with the computed total minimum cost

(column 2) had a coefficient of determination of .972. Column 5 of

Table 3-2 shows the results of letting the exponent X of Qk in

the objective function (3-29) equal 1. Problem P5 then becomes a

I

- -p _ _|
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linear minimum cost flow problem (Problem P3). A linear least

squares fit of the data with the total minimum cost (column 2) gave

a coefficient of determination of .959.

3.4 Comparison of Alternative Core Tree Models

Examination of exhaustive enumeration, steady state network

analysis, and direct optimization methods has revealed serious

deficiencies in these three techniques for selecting the core tree.

This section will present a comparison of the two most promising

techniques for selecting the core tree--the shortest path tree and

nonlinear minimum cost flow models.

Both the shortest path tree and the nonlinear minimum cost

flow models were analytically derived from the minimum cost distri-

bution system model using the simplifying assumption that the hydrau-

lic gradient Jk is uniform in all links. However, the shortest path

tree model focuses on the less direct objective of minimizing total

internal frictional energy loss on the path from the source node to

each demand node whereas the nonlinear flow model is directly con-

cerned with minimizing total link costs. The shortest path tree

model implicitly assumes a uniform flow distribution for all nodes

which may affect the results for widely varying nodal demands

whereas the nonlinear flow model takes the actual flow distribution

4



81

into account. Furthermore, the nonlinear flow model can handle

multiple source systems directly without the need to partition the

system into disconnected trees. Based on the results of Table 3-2,

the nonlinear flow model and its objective function is more dis-

criminating than the shortest path tree model and its objective

function. However, the set up and computer solution time for find-

ing the core tree in a network is somewhat less for the shortest

path tree model.

As discussed earlier the distribution system cost includes

the cost of external energy added by pumps and elevated storage to

insure heads at demand nodes exceed minimum levels, i.e.,

H. EL - EL. + I XSk + ( XP3k

k E PATH kE PATH .
(3-33)

k k  HMIN i

ke PATHsi

where EL is the elevation of the reference source node for demand
s

node i.

The quantity EL - EL. - HMIN. represents the maximum amountS 1 1

of internal frictional energy (head) loss before external energy is

needed for demand node i. This quantity is independent of the
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tree path to node j. The quantity

HMIN + Jk Lk + EL. - EL

ke PATH .

represents the amount of external energy required at demand node i

if positive or the excess head available at node i if negative.

Letting Jk = J , if we compute the quantityk

AENERGY =Maximum J L k+ HMIN.i + EL. - EL (3-34)
isONODE k PATH k.

where PATH . is the tree path between source node s and demand

node i , we have an estimate of the external energy that must be

added to the system.

Both models developed implicitly take into account the

requirement to minimize the quantity of external energy added to

the system. However, in the process of generating different span-

ning trees for Table 3-2 certain discrepancies occurred between the

order of costs predicted by the models and the order of actual

minimum costs:

1. Shortest path tree length for the tree formed by dropping

links 4 and 5.

- ~ d
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2. Nonlinear flow cost for the tree formed by dropping links 2

and 5.

3. Nonlinear flow cost for the tree formed by dropping links 2

and 4.

For the first two cases the longest tree path is to node 6 which has

the highest elevation of any demand node. For the third case the

longest tree path is to node 3, the demand node with the second

highest elevation. The combination of maximum

JL k

ke PATH .

and maximum HMIN. + EL. - EL (HMIN. = 90 for all demand nodes)1 1 5 1

resulted in AENERGY for each of the three trees to be considerably

higher than trees with similar tree path lengths and nonlinear flow

costs. Thus, because of the unusually high requirement for expen-

sive external energy, the models underestimated the relative mini-

mum cost of the tree.

Although these cases may appear somewhat pathological, they

represent a limitation on the accuracy of both models over the

entire range of possible tree layouts. Thus, it appears worthwhile

to estimate &ENERGY using (3-35) and the resulting minimum nodal

head to check for any irregularities that may occur. If the

o ,, i i •
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minimum nodal head is significantly lower than tree layouts with

similar estimates, the estimate could be adjusted with the AENERGY

term to compensate for the additional external energy required.

3.5 Generation of Alternative Low Cost Tree Layouts

The solution of Problems P3 or P5 provides the water distri-

bution system design engineer with a single low cost tree to use as

the basis for the network layout. The capability to efficiently

identify and rapidly evaluate alternative low cost tree layouts

appears especially useful. Perhaps, equally important is the need

to avoid inherently expensive network layouts.

The results of Table 3-2 indicate a high linear correlation

between the value of the objective function (shortest path tree and

nonlinear flow) for each tree and the actual minimum cost of the

layout. Given any spanning tree layout, the sum of the lengths of

the NNODE-l paths from the source node to each demand node (the tree

path length) can be computed with simple arithmetic. Likewise,

given the tree layout and the external flows, the link flows can be

computed by solving the nodal conservation of flow equation (1-8)

with Qk = 0 for non-tree links. Because of its triangularity,

this linear system of equations may be easily solved using backward

substitution without the need to compute any basis inverse. With

.. . '-" 'w . . .- -
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the link flows Qk the nonlinear objective function

NLINK z3
I Kk Lk Qk
k=l

is easily evaluated. Thus, once a candidate tree layout is

generated, cost evaluation is almost immediate.

The problem becomes one of generating appropriate candidate

tree layouts. Three possible methods for generating alternative

spanning trees include:

1. Exhaustive enumeration

2. Expansion about the core tree

3. Expansion about randomly generated spanning trees.

3.5.1 Exhaustive Enumeration

Application of the Matrix Tree Theorem to the network of

potential links results in the number of trees to be enumerated. If

the number of spanning trees is not excessive, the spanning trees

may be generated using existing algorithms [62] and evaluated as

described above. Ranking the resulting objective function evalua-

tions in increasing order will give the network designer a complete

picture of the relative costs of potential network layouts. This

aids the designer in selecting a set of layouts for further

-i-_
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evaluation that have desirable but not easily quantifiable design

characteristics and are inherently economical.

3.5.2 Expansion About Core Tree

Cembrowicz and Harrington [36] noted in their studies of

numerical examples a strong correlation between costs and similar

tree structures. A close examination of the tree layouts (Figure

3-6) and the associated costs in Table 3-2 confirms this observation.

Thus, it appears reasonable to consider using the core tree as a

seed to generate other low cost tree layouts.

Consider the minimum cost tree for the distribution system

of Figure 3-1 shown in Figure 3-7 and the corresponding optimal

shortest path tree or linear minimum cost flow solution. There are

two non-tree links, 7 and 8, not in the network and each link can

have flow in two directions. Thus, ignoring the possibility of

existing tree links reversing flow direction, there are 4 nonbasic

variables (nontree) (Q7A' Q7B' Q8A' and QSB ) that can enter the

basis (network). Since there can be only NNODE - 1 basic variables

(tree links) and there are no upper bound flow capacity constraints,

entrance of Q7A 9 Q7B' Q8A' or Q must force another basic variable

(tree link), Q2 9 Q49 or Q6 to zero and out of the basis (tree). Let

nonbasic (non-tree) variable Q enter the basis (tree) forming
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loop i. The increase in the objective function value, Az, can be

computed exactly as

Az: C A Qi (3-35)

where C. is the reduced cost of nonbasic (non-tree) variable j and

AQi is the change in loop i's flow resulting from link j

entering the tree. AQi is equal to both the flow in the primary

link that is leaving the tree (basis) and the external demand at

the node being serviced by the entering link. For the shortest path

tree problem external demands are all equal to one unit of flow.

The value of C. can be computed directly from the lengths of the3

links in the unique loop formed by link j entering the network

and the direction of flow on the link. Assuming there are NLINK

total links, the estimated cost of 2 (NLINK - NNODE + 1) tree lay-

outs, i.e., two per unique loop, differing from the core tree by a

single link can be exactly evaluated with little computational

effort. For the nonlinear cost objective function the cost esti-

mates can be performed using the reduced costs in the approximation

linear program but clearly the results are not exact.

In a similar manner, the more promising of the 2 (NLINK -

NNODE + 1) can be used to generate more alternative layouts.

I>
____ A
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However, care should be taken to avoid regenerating trees previously

examined and creating a cycle.

3.5.3 Expansion About Random Tree

Instead of expanding only about the core tree (an inherently

low cost tree) other spanning trees can be considered. Either

systematically or randomly a set of spanning trees can be generated

and the expansion process described above can be performed with each

tree in the initial set actinq as a seed for generating other poten-

tial trees. This tree generation and evaluation process can

terminate when the designer feels he has considered the major types

of tree structures in the potential layout.

_____ ___I
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CHAPTER 4

SELECTION OF REDUNDANT LINKS

4.1 Introduction

Given the layout of the core tree from the top level model,

the next level in our hierarchical system of models is concerned

with selecting the loop-forming redundant links to complete the net-

work layout. This chapter examines the role of the redundant links

in the operation of a water distribution system, discusses the major

factors in redundant link selection and presents two alternative

models developed to assist the water distribution system designer

in selecting the redundant links. To simplify the presentation the

first part of the chapter assumes a single source distribution sys-

tem. Section 4.4.4 discusses extension of the models developed to

multiple source systems.

4.2 Role of Redundant Links

Considering only the capital and operating costs of a water

distribution system, the results of Theorem I appear to imply that

redundant links serve little use except to add cost to the system.

90
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However, such is not the case. The loops formed by the addition of

redundant links serve the following functions:

1. Reduce water stagnation by providing for improved circula-

tion of water in the network.

2. Retard accumulation of sediment in the pipes.

3. Facilitate cleaning of pipe sediment thereby increasing the

smoothness of the pipe and reducing frictional energy losses.

4. Provide an alternate path from the source node to the demand

nodes in case of primary link failure.

While not attempting to minimize the maintenance-related benefits

of loops, the principal function of redundant links is to maintain

continuity of service to demand nodes cut off from the source by

failure of a primary link. Failure of water mains are usually

attributed to one or more factors, which occur either by themselves

or, more often, in combination. Some of these factors are improper

installation, external corrosion, internal corrosion, soil movement,

temperature changes, manufacturing defects, water hammer, and mis-

cellaneous impacts [63]. Water hammer is extremely high pressure

caused by the sudden closing of a valve or the shutdown of a pump.

Impacts are usually the result of excavation.

In a fully looped water distribution system (usually found

in municipalities) upon detection of a broken link, the shutoff
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valves adjacent to the break are closed. This isolates the broken

section and prevents any further loss of water and property damage.

Depending on the particular system and the type of area (residential,

mercantile, or industrial), isolation valves may be spaced several

hundred to a few thousand feet apart. Because of the redundant

links, water service is cut off to no more than a limited number of

users. For example, the failure of link 3 in the looped distribu-

tion system of Figure 4-1 results in the two isolation valves on

link 3 being shut and the rerouting of 3650 GPM along links 2, 7,

and 4.

In a tree shaped water distribution system (usually found

in rural areas) the failure of a water main can have a considerably

greater impact on water service. For example, consider the tree-

shaped distribution system of Figure 4-2 derived from Figure 4-1 by

deleting links 7 and 8. The same failure on link 3 would cut off

demand to nodes 4, 5, 6, and 7 or more than 80% of system demand.

4.3 Redundant Link Selection Factors

Prior to formulating a detailed mathematical model to select

the redundant links to complete the network layout, we will examine

the following major factors that influence the selection decision:

L
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1. Impact of primary link failure.

2. Likelihood of primary link failure.

3. Capability of redundant links to maintain service in case

of primary link failure.

4. Cost of redundant link.

4.3.1 Impact of Primary Link Failure

The total impact of failure of the larger diameter primary

link can be divided into three areas:

1. Cost of water lost prior to discovery of the break.

2. Value of water damage to surrounding public and private

property.

3. Unsatisfied water demand while the failed link is being

repaired which can lead to loss of goodwill.

The amount of water lost due to failure of a water main

depends on several factors including the nature of the failure, the

flow rate in the pipe, and the time it takes to detect the break.

Leakage from water mains is readily discovered because water bubbles

to the surface or can be detected by leak detection surveys [63].

In any case, the amount of water lost in a break is not especially

relevant to selection of a redundant link but more closely related

to operation and control of the water distribution system. Likewise,

!.
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property damage caused by escaping water depends on the location of

the primary links and the particular operational and control scheme

selected.

After the broken link has been detected and the appropriate

valves closed to prevent further water loss and property damage,

the network layout and the time to repair the broken section deter-

mine the extent of unsatisfied water damand. Given a single source

tree-shaped distribution system, computation of the expected amount

of unsatisfied demand resulting from failure of primary link i is

straightforward.

Let us define the following terms:

Qi--the average daily flow rate in gallons per minute on

primary link i

t.--the expected repair time for restoring service on pri-1

mary link i in minutes.

Then for the core tree:

U= ti Qi--the expected amount of unsatisfied demand

resulting from each failure of primary link i

Water distribution systems are usually designed to handle peak

hourly demands which respresent 2 to 4 times the average daily flow

rate [26]. The average daily flow rate is used to compute the

volume of unsatisfied demand since the expected repair time is

, !
_ _ __ _
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24-48 hours depending on the location of the failure and the avail-

ability of replacement parts [64].

When service is frequently interrupted by broken link fail-

ures, undesirable customer reactions and public relations result.

Although loss of customer goodwill is an intangible consideration,

Stacha [63] performed an empirical cost analysis of service inter-

ruptions due to link failure and assigned an inconvenience value in

dollars based on the number of service interruptions per year. How-

ever, Stacha makes no attempt to support his figures.

Thus, it appears that the most appropriate measure of the

impact of failure of a primary link is the expected amount of unsat-

isfied demand. Ideally, one would desire to assign utility values

to varying levels of unsatisfied demand to use in making appropriate

cost/reliability tradeoffs. However, because of the lack of any

widely accepted measure of the value of interruptions in water

service [51], such an approach is highly speculative and lacks firm

empirical support.

4.3.2 Likelihood of Primary Link Failure

As discussed above, there are several factors which alone

or in combination can account for link failure. Prior to installa-

tion It is extremely difficult to accurately predict the individual

p.-• mA 
-
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failure rates of each primary link. Other than theoretical analyses

of pipe failure under well defined flow and pressure conditions, no

work has been done to correlate the multiple factors involved in

pipe failure with the failure rate. The only available information

is aggregate historical data for real systems and is usually given

in the number of link failures per year per length of pipe in the

distribution system [25, 63]. Thus, it appears reasonable to assume

that the number of link failures per year for the core tree obeys a

Poisson probability law with parameter

X' ' L.

i E PL

where X' is the number of failures per year per length of pipe and

SL.

i E PL

is the total length of the core tree. Therefore, assuming the fail-

ure rate of each primary link i is also proportional to its length,

the number of failures per year for each primary link also obeys a

Poisson probability law with parameter X' L. (the expected number
I

of failures per year on link i). Then, X# = L ui XP Li ti Q

I i i
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is the expected amount of yearly unsatisfied demand (gallons)

resulting from failure of primary link i

4.3.3 Redundant Link Capability

The capability of a potential redundant link to maintain

service to nodes cut off by failure of a primary link depends on

the location and capacity of the redundant link. In the core tree

layout the failure of each primary link disconnects a unique set of

nodes from the source. For example, in Figure 4-3 the failure of

primary link 3 disconnects nodes 4 and 6 from the source at node 1

and a total of 350 GPM of flow. Each candidate redundant link can

be classified according to its ability to reconnect the set of nodes

disconnected by failure of each primary link. For example, non-tree

links 8 and 10 can reconnect demand node 6 cutoff by failure of pri-

many link 5, while non-tree links 6, 7, and 9 cannot. Non-tree

links 6, 7, and 8 can solve the failure of primary link 2 while

links 9 and 10 cannot.

For a single source distribution system the combined flow

capacity of the redundant links serving the set of demand nodes cut-

off from the normal primary link supply path determines the level

of service during the broken link emergency loading condition.

As a rule of thumb [60] the flow capacity of link k in gallons per
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minute with diameter D in inches as
k

QMAX 102 (4-1)
k k

As in the derivation of the expression for expected unsatisfied

demand, it will be assumed that all nodal demands are average daily

demands.

Let us consider, for example, the distribution system of

Figure 4-3. Assume the core tree consisting of primary links 1-5

has been installed and average daily demand rates are shown.

Table 4-1 presents a failure analysis for the primary links in the

core tree. Column 2 shows the demand node disconnected as a result

of failure of each primary link, column 3, the total unsatisfied

demand rate, and column 4, the candidate redundant links capable of

reconnecting the failure of each primary link. To provide continu-

ing service for all failure modes a minimum of two links (8 and 9,

6 and 10, 7 and 10, or 8 and 10) must be in the network. Minimum

pipe diameters installed in municipal water distribution systems in

the United States are usually 6 or 8 inches in diameter. Thus, one

feasible solution for covering expected unsatisfied demand would

be to install an 8" pipe (640 GPM capacity) on link 8 and a 6" pipe

(360 GPM capacity) on link 9.

- - - - . . .q
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Table 4-i

PRIMARY LINK FAILURE ANALYSIS

Failure of Total Unsatisfied Redundant
Primary Nodes Flow Rate Links
Link No. Disconnected (GPM) Reconnecting

1 2, 3, 4, 6 600 6, 7, 8

2 5 250 6, 7, 8

3 4, 6 350 7, 8, 9, 10

4 3 150 9, 10

5 6 150 8, 10



103

4.3.4 Redundant Link Cost

As discussed in section 3.3.5.1 the capital cost of link k

is

2

Ck z D L (4-2)k 1 k k

Since flow capacity is a function of diameter, i.e.,

QMAX 1 D (4-3)
k k

the cost of a link can be expressed as a function of its capacity

ck z (QMAXk)2 Lk (4-4)

This result is similar to the separable terms of the nonlinear mini-

mum cost flow objective function (Problem P5) where a uniform

hydraulic gradient Jk was assumed. Thus, a redundant link's cost

increases nonlinearly with its capacity and linearly with its length.

Since in properly designed systems redundant links function

at capacity only under emergency loading conditions (high fire

demand or broken link), the diameter of these links are usually set

to some minimal diameter. Usually there are state regulations [65]

or municipal design standards [66] setting mimimum pipe diameters.

1.T
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For fire insurance ratings the state board of insurance will not

count links below a certain diameter (C" or 8") as part of a city's

fire protection system thus increasing the cost of fire insurance.

4.4 Optimization Models

If we consider the failure of each primary link as a separate

emergency loading condition, the problem of selecting redundant

links becomes how to best maintain continuity of service to the

various sets of disconnected nodes. One approach would be to

assume a certain amount of funds were specifically allocated for

redundant links and to formulate a 0-1 knapsack problem for select-

ing the set of redundant links with maximum capability. However,

this approach places an unrealistic burden on the system designer

to properly allocate his total budget between redundant links and

all other system components. Another potential knapsack-type

formulation would be to select the best k redundant links where

the objective function could be the number of broken link loading

conditions covered. Although this approach is somewhat more real-

istic than the previous one, it still assumes that the user already

knows the best level of looping for the system. If k is set too

high, the total system costs will be inflated by the costs of

installing the excess redundant links at minimum diameter,
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The optimization approach taken in the two models that were

developed was to minimize the costs of the redundant links subject

to satisfying all the broken link emergency loading conditions,

i.e., providing continuity of water service in case of failure of

each primary link. This approach was selected for the following

reasons:

1. The continuity of water service requirements and redundant

link costs are well defined.

2. The minimum cost approach is consistent with the selection

of the minimum cost spanning tree in the first level model.

3. The resulting network layout for the final detailed design

model is economical for operating under both normal and

broken link emergency loading conditions.

4.4.1 Set Covering Model

4.4.1.1 Model Formulation

Let us consider the following integer programming model for

selecting the set of redundant links:

j -..
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PROBLEM P6

Minimize Z kYk (4-5)

k E: PL

subject to

e y > r. i E PL (4-6)
ik k=

k E PL

Yk= 0, 1 kEPL

where

I if candidate redundant link k is in the

Yk= network

( otherwise

c k--the total estimated cost of including redundant

link k in the system at minimum diameter

1 if candidate redundant link k is incident to a

node in the set of demand nodes disconnected by

eik failure of primary link i

0 otherwise

r.--the minimum number of redundant links required to1

reconnect the set of demand nodes disconnected due to

failure of primary link i.

IL...
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PL--the set of primary links in the core tree

PL--the set of candidate redundant links

The objective function (4-5) minimizes the total cost of

installing redundant links at some specified diameter. Because of

the 0-1 decision variable any fixed right of way costs can be

directly incorporated in the cost coefficients. It is assumed

that all redundant links have a common diameter. The set covering

constraints (4-6) require that there are at least r. redundantI

links in the network to cover the failure of primary link i. Prob-

lem P6 is formulated below for the network of Figure 4-3 with

r. = I for failure of primary link i and redundant link cost1

proportional to link length Lk. The value of r. is set to I

based on an 8" link diameter for all redundant links. Assuming no

abnormal excavation or right of way costs, the cost of links of the

same diameter is directly proportional to its length.

Minimize L6 Y6 + L7 Y7 + L8 Y8 + L9 Y9 + Lo1 0 Yl0

subject to Y6 + Y7 + Y > I

Y6 + Y7 + Y8  > 1 (4-7)

Y7 + Y8 + Y9 + YlO > l

Y9 + Yo > l

Y8 + lO > 1
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Y6' Y7 Y8 3 Y9 ' Y10  0, 1

4.4.1.2 Solution Technique

Setting r. = I for all primary links requires that there

be at least two different paths to each demand node, i.e., fully

looped network. For r. = 1 for all primary links, Problem P6 is

the classical weighted set covering problem which has been used for

a variety of applications including airline crew scheduling

(Drabeyre et al. [69]), political redistricting (Garfinkel and

Nemhauser [70]), optimal attack and defense of a military communi-

cations network (Jarvis [71]), and information retrieval (Day [72]).

Efficient search enumeration techniques are available for handling

the size of problem under consideration (50 rows, 100 decision

variables) [73]. For at least one r. greater than 1 and all

redundant link costs equal, Problem P6 is a multiple set covering

problem for which Rao [74] developed an efficient specialized solu-

tion technique. For at least one r. greater than 1 and redundant1

link costs not all equal Problem P6 becomes a weighted multiple

set covering problem. Its form is that of a general 0-1 integer

program but with a 0-1 coefficient matrix and all greater than or

equal to constraints. The resulting problem can be viewed as a

simple generalization of either the weighted set covering problem

*1 - - - -~ - - - ~ - ~ - - -.- - - _ _ _ _ _ _ _ _
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(all r. = 1) or of the multiple set covering problem (all c. equal).

Based on Forrest, Hirsch and Tomlin's computational experience [75]

using the Dakin branch and bound technique with penalty calculations

in which problems with up to 4000 rows and 130 0-1 variables were

solved in times on the order of multiples of two or three of the

first linear program solution time, it appears that existing gen-

eral 0-1 integer programming algorithms are adequate to solve the

size of problem under consideration. Because of the adequacy of

existing general purpose 0-1 algorithms, development of a special-

ized algorithm for the general weighted multiple set covering prob-

lems appears to be unneeded. However, the algorithm of Lemke,

Salkin, and Spielberg [73] for the weighted set covering problem

and Rao's algorithm [74] for the multiple set covering problem

might be modified to provide a more efficient algorithm for solving

Problem P6.

Problem P6 requires the user to select r. , the minimum1

number of redundant links needed to cover the failure of primary

link i. The selection of r. is based on the impact of failure of

primary link i. For each primary link, the expected amount of

unsatisfied demand per year, u. , can be calculated and used as a

guide for selecting r. . A relatively large u. implies the need
1 1

for a higher number of redundant links covering the failure of

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ i
Li - - - -- V I I
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primary link i. However, because of the limited availability of

funds u. can be an especially useful tool in ordering priorities1

for covering primary link failures. Based on a very low value of

u. compared to other primary links and a high cost of installing

redundant links to solve the failure of primary link i, the deci-

sion could be made to set r. = 0 and not require that failure of1

link i be covered. This situation might arise for a small

development located far from the other concentrations of demand.

Looping of that section of the network would be delayed until sur-

rounding areas were developed.

4.4.2 Flow Covering Model

4.4.2.1 Model Formulation

Let us consider Problem P6 in terms of the flow capacity to

the disconnected set of demand nodes that the satisfaction of the

set covering constraints (4-6) implies. Assuming that all candi-

2date redundant links have diameter D, then all have capacity 100

Multiplying both sides of (4-6) by the link capacities lives us

10D 2 ek Yk > 1OD2 r. (4-8)

kk k

i PL

- ____ __-_____ . '. in
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Thus, satisfying the set covering contraints (4-6) in Problem P6

implies that the flow capacity of the redundant links serving the

set of demand nodes disconnected due to failure of primary link I

is 10 D2r. GPM.

Next, let us assume that instead of a single diameter each

candidate redundant link k has a set S of candidate diameters
k

to draw from. Further, based on the peak hourly demand for each

node, we can compute the average total demand rate d. for the set

of demand nodes disconnected by failure of primary link i in the

core tree. Expanding on Problem P6, we have the following 0-1

integer programming problem:

PROBLEM P7

Minimize c S kj Ykj (4-9)

kePL jESk

> ej d i PL (4-11)

kePL jCS k
k

Y 1 k EPTL (4-11)

k j

1j S-- -k

I
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Yk 0 0, 1 k PL

J E Sk

where

C kj--the total estimated cost of including candidate diame-

ter redundant link je Sk in the network

I if candidate redundant link k with diameter

Ykj D 0 j E; Sk is in the network

0 otherwise

/l 2
10 0k if candidate redundant link k is inci-

dent to a node in the set of demand nodes

eik j - disconnected by failure of primary link i

where j E Sk

0 otherwise

d.--the minimum total flow capacity of redundant links1

serving the set of demand nodes disconnected due to

failure of primary link i

S k--the set of candidate diameters for candidate redundant

link k

D kj--candidate diameter j s Sk

The flow covering constraint (4-10) serves the same function

as the set covering constraint (4-6) of Problem P6. The inequality

W
____ mm m mA m
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constraint (4-11) insures that at most one pipe diameter is chosen

for each candidate redundant link.

Problem P7 is formulated below for the network of Figure 4-3

with Sk = {6, 8} k = 6, 7, 8, 9, 10, i.e., Dkl = 6 and D = 8,

k k2

and c kj = l (Dkj 2 _Lk '

Minimize c66 Y66 + c68 y68 + c7 6 y76 + c78 Y78 + c8 6 Y8 6 + c88 y88

+ c96 Y9 6 + c98 Y98 + c1 0,6 Y1 0,6 + C1 ,0 8 Y 10,8

subject to

360 y66 + 640 y68 + 360 y76 + 640 y78 + 360 Y86

+ 640 Y88=> 600

360 y66 + 640 Y68 + 360 Y76 + 640 Y78 + 360 Y86

+ 640 y88 > 250

360 Y76 + 640 Y78 + 360 Y86 + 640 Y88 + 360 Y96

+ 646 y98 + 360 y O,6 + 640 ylo,8 > 350

360 Y9 6 
+ 640 Y9 8 

+ 360Yo 6 + 6 4 0 Y >150

I

i ....

'"1 I m ! _ I _ _ _____I
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360 y + 640 y + 360 y + 640 y > 150

Y66 +  68 1

Y76 +  78 1

Y + Y < 1
y86+ 88

Y96 98

0,6 + YlO,8

Y66' Y68' Y76' Y78' Y86' Y88' Y96' Y98' YlO, 6 ' Y10,8 :0, 1

As before the average daily flow rate was chosen as the

value for d. because this is the expected flow over the length of

the emergency loading condition. However, the system designer has

the flexibility to adjust the d. values based on any special con-

ditions that may coincide with failure of a specific primary link.

It should be noted that although sufficient flow capacity

may be designed into the redundant links, there is no guarantee

that a primary link failure will not result in some reduction in

water pressure to the disconnected set of demand nodes. The lower

head results from both the higher frictional losses incurred by

increasing flow rates on other primary links and the fact that
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some of the water is no longer traveling to each demand node on the

shortest path. If there is a special concern about the precise

performance of the system due to the failure of a specific primary

link (see de Neufville et al. [50]), this failure may be formulated

as an emergency loading condition to be handled in the detailed

design phase (see Chapter 5). If deterioration of nodal heads is

sufficiently severe, it may become necessary to have additional

standby pumping.

4.4.2.2 Solution Technique

Unlike the set covering model (Problem P6), the flow cover-

ing model (Problem P7) does not have any special form and must be

classified as a general 0-1 integer program. A variety of general

0-1 integer programming algorithms are available to solve this

problem including cutting plane, branch and bond, search enumera-

tion, and group theoretic algorithms [68].

4.4.3 User Design Constraints

Because both redundant link selection models are integer

programs, there is considerable flexibility for incorporating vari-

ous user supplied design constraints into the model. For the set

4

, 7 _
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covering model (Problem P6) with r. = 1 (the simple weighted set

covering problem) Roth [76] has demonstrated a simple technique to

incorporate conditional constraints of the form

+Yy+ > 0 (4-12)-k

j E PLk

where PLk is a nonempty subset of PL and kt PLk

Constraint (4-12) requires that if link k is in the network then

at least one link from the set PLk must also be in the network.

The technique replaces the full set of constraints (4-6 and 4-12)

with an equivalent set of constraints having the same form as normal

set covering constraints (4-6). Thus, in this special case effi-

cient set covering algorithms may still be used.

Constraint (4-12) is a special case of the general set con-

straint which can be useful in refining the system design. Let PL'

be any subset of candidate redundant links that have some common

property, e.g., the set of candidate redundant links incident to a

specific node or a set of nodes. Constraints of the form

y k (4-13)

j E PL'

<-

LI
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where k is a positive integer, may be incorporated in either the

set or flow covering models. Although slightly increasing the com-

putational burden of solving the problem (since only rows are

added), such constraints allow the system designer to explicitly

incorporate various realistic design restrictions into the problem.

It also aids in accurately assessing the impact on total cost aris-

ing from such design restrictions which were formerly only handled

implicitly.

4.4.4 Multiple Source Application

Our prior analysis had assumed a single source distribution

system. Properly located additional sources can reduce the require-

ment for redundant links and provide protection in case of source

outages. To illustrate this situati:on let us consider the 7-node,

6-link, two-source system in Figure 4-4. Node 1 is the principal

supplier for demand nodes 2, 3, and 4, and node 5, the principal

supplier for demand nodes 6 and 7. Failure of a primary link on

the source-to-source path, links 1, 4, and 5, still leaves a path

of primary links from the alternate source to the set of demand

nodes cutoff from their principal source. Thus, the redundant link

requirements of the set and flow covering models must be appropri-

ately reduced. The purpose of this section is to present a

i • ,
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procedure for assessing the impact of the alternate source on the

redundant link requirements and incorporating this impact into the

redundant link selection models.

Given the core tree for a multiple source network, consider

the path of primary links connecting any two adjacent sources,

SOURCE. and SOURCE k . From Chapter 3 we know that each demand nodeJk

on the source-to-source path or on a branch from it has as its prin-

cipal source SOURCE, or SOURCE k , while the other source serves as

its alternate source. Failure of primary link i on the source-

to-source path disconnects a unique set of demand nodes from their

principal source.

Let us examine the problem of supplying some of the unsatis-

fied demand due to failure of primary link i from the alternate

source via the existing source-to-source path of primary links. It

will be assumed in this analysis that the capacity of the alternate

source is not a limiting factor.

To assist in this analysis we will define the following

terms:

SSP.--the set of primary links on the source-to-source path1

from the alternate source to primary link i

Qk --the average flow rate on link ksSSP, subsequent to

the failure of primary link i
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QMAXk--the total flow capacity of link k SSP. when empty

Then, the average excess primary link flow capacity available in

case of failure of primary link i from the alternate source via

the links of SSP. is
1

EQCAP min [QMAXk - Qk (4-14)
k k&SSP. I k k.(I4

i.e., the minimum of the primary link excess flow capacities. The

quantity QMAXk - Q is the excess flow capacity on primary link
I

k E SSP.. The value of Qk. is computed by finding the core tree
I

flow distribution for average daily demands at each node and then

simulating failure of link i. To determine QMAXk an estimate of

link k's optimal diameter is required. An accurate estimate can be

obtained by solving Problem P1 with no redundant links, i.e., solv-

ing the minimum cost optimization problem for the core tree under

the normal (peak hour) loading condition.

The resulting EQCAP. is then subtracted from d. (4-10)1 1

computed using the standard method of failure analysis. The result

is that the minimum total flow capacity that must be provided by

the redundant links, di, in the flow covering model (Problem P7) is

reduced. Similarly, ri, the minimum number of redundant links

_1.
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required to cover failure of primary link i in the constraints

(4-6) of the set covering model (Problem P6), may be appropriately

reduced. If either d. or r. becomes nonpositive, the contraint1 1

is trivially satisfied and can be dropped from the constraint set.

The above procedure is repeated for each primary link on all

source-to-source paths in the core tree.

The primary link where EQCAP. is attained is the limiting

component or bottleneck for alternate source supply. It may be

less expensive to build additional flow capacity into an existing

source-to-source primary link than to install a new or larger capa-

city redundant link. Next, we will discuss how the alternative of

setting minimum capacities (diameters) for primary links on the

source-to-source path can be incorporated into the flow covering

model (Problem P7).

Let link k be the bottleneck link for primary link i and

link j be the link having the second least excess capacity in

case of primary link i failure, i.e., the secondary bottleneck.

Assuming we fix the capacity of link j , the secondary bottleneck,

the quantity

QMAX.- Qi - EQCAPi = QMAX. - QJ - QMAXk + Qk

is the maximum additional flow capacity that can be added to link k
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for link k to remain the bottleneck for link i failure. To

determine the exact associated increase in diameter of link k,

IDk' we can solve the quadratic equation

2

10 (Dk + .Dk) = QMAX.- QJi + Qki (4-15)

wnere D is the estimated diameter of link k obtained from the
k

minimum cost core tree optimization. However, since the pipe

diameters are discrete and pipe cost is a nonlinear function of

diameter (capacity), consider increasing the diameter of link k

to each commercially available diameter between the current diameter

0 and the next commercially available diameter above D + LID
k k k

For each of thasa diameters, Dkj E S , the gain in flow capa-

city is equal to

2
10 0kj - QMAX k  if 0kj < 0 k + AD k  and

QMAX. - Qj - QMAXk + Qk if D > k + ADk

The additional cost of replacing a link of diameter Dk with a link

of diameter DkQ is

1 \kj k k

po
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To allow us to compute the correct value of the additional

flow capacity on the source-to-source path to link i we had to

assume that the capacity of the secondary bottleneck, link j , the

reference link, remains constant. If link j is not a bottleneck

link for the failure of some other primary link or the increases in

Dk are limited such that link k remains the bottleneck link for

primary link i , then, using the added flow capacities and costs

defined above, primary link k may be treated just like any other

redundant link and included directly in the flow covering constraint

for primary link i.

The case in which link j , the secondary bottleneck link,

is a bottleneck for another primary link greatly complicates the

problem; the reference capacity for the bottleneck link becomes a

decision variable. Attempts to incorporate this case into the flow

covering model result in constraints that are the product of two

0-1 variables. Separability of the resulting yk Yj terms can be

- 2 - 2induced by the substitution yk Yj = Yk - Yk 9 and adding the

constraints Y- (Yk + Yj) and y= 1 1 (Y ). The new deci-
- 21

sion variables Yk can only assume discrete values of 0, 1, and 1k 2

and y. of 0, 2"2 and 1. Thus, the flow covering model

(Problem P7) would become a nonlinear integer program.

Lt
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However, because of the relatively small number of decision

variables affected by this case and the considerable additional dif-

ficulty and effort to develop an algorithm to solve this problem,

it appears that selective enumeration is the most appropriate solu-

tion technique. This procedure involves systematically fixing the

diameters of links that were both primary and secondary bottlenecks

at current or higher diameters, solving the resulting flow covering

model (Problem P7) and finally comparing the optimal objective

values taking into account the added cost and capacity of links set

above current diameters.

Let us consider applying the above procedure to the 11-node,

21-link network of Figure 4-5 supplied from nodes Sl and S2. The

core tree consists of links 1-10 and the candidate redundant links

11-21. The average daily flow distribution depicted in the figure

shows that Sl is the principal source for nodes 1, 2, 3 and 5 and

S2 for the remaining 5 demand nodes. Assume that minimum cost

optimization of the core tree results in optimal diameters of 14,

10, 6, and 12 inches for links 1, 4, 6, and 10, respectively.

Table 4-2 shows the calculation of EQCAP.. Based on the results

of Table 4-2, the alternative to increase the minimum diameters of

the bottleneck links, 4 and 6, should be incorporated into the flow

covering model (Problem P7).
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Table 4-2

PRIMARY LINK BOTTLENECK ANALYSIS

LINK D k QMAX k QMAX k Qk I QMAX k-Qk 4 QMAX k-Qk 6 QMAX k-Qk 1
k (IN) (GPM) 1461

1 14 1960 -- 1160 1160

4 10 1000 1000 -- 700 700

6 6 360 260 260 -- 360

10 12 1440 640 640 --

Bottle-
neck 6 6 4 6
Link

EQCAP.i 260 260 700 360
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4.4.5 Comparison of Models

The set and flow covering models will be compared on the

basis of utility, ease of formulation, and ease of solution.

Problem P6, the set covering model, handles the problem of

covering the failure of primary links by explicitly focusing on the

quantity of redundant links required and only implicitly consider-

ing the flow capacity provided by the redundant links. On the other

hand, Problem P7, the flow covering model, explicitly takes into

account the minimum flow capacities which the redundant links must

provide in case of each primary link failure. Consequently, the

flow covering model, provides a solution which specifically

addresses the concerns expressed by previous researchers (Wantana-

data [40] and Alperovits and Shamir [46]) over what diameter to

select for the redundant links in order to provide a well-defined

level of reliability. Thus, the solution of Problem P7 which pro-

vides both the optimal redundant links and their minimum diameters

is significantly more useful to the system designer.

The formulation of the coefficients of the covering con-

straints for both models, (4-6 and (4-10), is similar since the

basic failure analysis is the same. The flow covering model

elaborates upon the 0-1 covering matrix of the set covering model

by incorporating capacities of redundant links and allowing a choice

I! -I
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of redundant link diameters (capacities). Because of the more pre-

cise nature of the flow covering approach to solving the broken link

emergency condition, the selection of the minimum flow capacity

requirement for each primary link failure, d., in the flow covering

model can be defined in a much less arbitrary manner than the mini-

mum number of redundant links required, ri, in the set covering model.

Analysis of the structure and size of the constraint sets

reveals that, in general, the set covering model, is somewhat easier

to solve than the flow covering model. The constraint set of Prob-

lem P6 is identical to the standard set covering problem and as

previously discussed may be solved efficiently using special tech-

niques. Except in the special case where it is equivalent to a set

covering problem, i.e., each candidate redundant link has only a

single candidate diameter, the flow covering model is a general 0-1

integer programming problem requiring more complex solution tech-

niques. Furthermore, the flow covering model requires an additional

IPLI equality constraints (4-11). More important from a computa-

tional viewpoint a total of

ISOl

ked PL

decision variables are needed for the flow covering model whereas

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ i
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only JPL are required for the set covering model. The computa-

tional results of applying a general purpose 0-1 integer programming

code using both models on a realistic size problem -'ill be presented

in Chapter 6. Thus, the question of which is the superior model

hinges on the value of the additional information obtained from the

flow covering model (Problem P7) versus the increased computational

cost of solving this more complex problem.

-4
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7

CHAPTER 5

DETAILED SYSTEM DESIGN

5.1 Introduction

Given the total network layout (including the minimum

diameters for all redundant and certain primary links), the purpose

of the third level model of the hierarchical system is to assist the

water distribution system designer in the detailed system design.

The detailed system design involves selecting

1. Link diameters

2. Pump capacity and arrangement

3. Height of elevated storage reservoirs.

After discussing emergency loading conditions, we will present the

mathematical model developed to solve the detailed design problem

including the solution technique and its application to a small exam-

ple problem.

5.2 Emergency Loading Conditions

To insure reliable water distribution the system must be

designed to accommodate the range of expected emergency loading

130
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conditions. The major types of emergency loading conditions to be

considered are:

1. Broken primary links

2. Fire demands

3. Pump/power outages

Each of the above conditions will be examined with an emphasis on

describing its impact on the system, developing relevant measures

of system performance, and designing into the system the capability

to handle the emergency loading condition.

5.2.1 Broken Primary Link

As discussed in Chapter 4 the major impact of a broken pri-

many link is the interruption or reduction in flow to the set of

demand nodes serviced by the primary link. The set covering model

(Problem P6) and the flow covering model (Problem P7), developed in

Chapter 4, insure that sufficient flow capacity is built into the

critical links of the system, redundant and primary, to provide

acceptable performance at minimum cost in case of primary link

failure.

A secondary measure of performance, first used by de Neuf-

ville et al. [50], is the pressure at the demand nodes. Theoreti-

cally, the detailed design model could also consider the failure

p- . ......77 ,
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of each primary link as a separate loading condition and use some

function of nodal pressures as the measure of performance. However,

the computational burden of solving such a large problem would be

prohibitive and the potential for distortion of the link design

under such a multitude of diverse, unusual flow conditions is con-

siderable. Nevertheless, to illustrate its proper treatment we will

analyze and solve a detailed design problem with a single primary

link failure in Section 5.5.4.

5.2.2 Fire Demand

The performance of a water distribution system during a fire

is critical because of its impact on loss of life and property. The

potential for property loss is best reflected in the cost of fire

insurance. In most U.S. cities fire insurance rates are a function

of the level of fire protection as defined by the Insurance Services

Office (ISO). Most municipalities are graded by the ISO and classi-

fied according to the quality of their fire protection. The ISO's

grading schedule [77] rates the following five areas:

1. Water distribution system

2. Fire department

3. Fire service communications

-, --
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4. Fire safety control

5. Miscellaneous additional areas

The water distribution system accounts for 30 percent of the rating.

Municipalities which the ISO assesses as having better fire protec-

tion benefit from lower insurance rates. Total fire protection cost

is the sum of both the tax dollars spent for fire protection services

(public expenditures) and fire insurance premiums paid by residences

and businesses (private expenditures). Seward, Plane and Hendrick

[78] developed a 0-1 integer programming model for allocating public

funds among various fire service projects to achieve a pecified ISO

rating at minimum cost. Thus, the performance of the water distri-

bution system under the expected fire demand loading is a major con-

cern of the system designer.

A fire requires a high flow rate of water concentrated at a

single demand node for several hours. The major concern and princi-

pal measure of performance in the fire demand loading condition is

delivering the required flow rate at sufficient pressure to be used

by the fire fighting equipment. The ISO [77] provides guidelines

for estimating fire-flow requirements and duration at various loca-

tions throughout a municipality. Their formulas for computing fire-

flow requirements, originally based strictly on population, have in

recent years been modified to take into account the varying fire-

---,.---,--- Iw-l-I i-l
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flow requirements of the commercial, industrial, warehousing, insti-

tutional, apartment, and dwelling districts in a city. The pressure

requirements at the fire demand node may vary considerably based on

the type of fire pumping equipment used and the height of the build-

ings in the particular district.

To deliver the required fire demand flow rate over the

expected period of time requires sufficient water in storage over

and above normal peak hour demands and for pumping systems may

require additional standby pumps. Three possible methods exist for

the distribution system to provide the necessary pressure [24]:

1. The maintenance of sufficient pressure in the mains at all

times for direct hydrant service for hose streams.

2. The use of emergency fire pumps to boost the pressure in the

distribution system during fires.

3. The use of a separate high-pressure distribution system for

fire protection only.

Typically, municipalities [66] and state regulations [65] set mini-

mum pressure levels (e.g., 46 feet), that the distribution system

must maintain under all expected emergency loading conditions.
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5.2.3 Pump/Power Outage

The horizontal centrifugal pump is the most commonly used

pump for waterworks duty because of its low cost and the great vari-

ety of designs available to meet a wide range of pumping conditions

[25]. Unscheduled shutdowns are usually due to problems with the

pump's seals, packing, bearings, or balancing [79]. Unlike other

industrial equipment there is little published data on the mathemat-

ical availability of pumping equipment [79]. Messina [79] suggests

using an availability of 99.3 percent for centrifugal pumps for the

purpose of evaluating alternative pumping arrangements.

The impact of unscheduled pump shutdowns on a water distri-

bution system depends on the system demand, the number of pumps and

their arrangement, and the time to repair the failed pump. The

potential impacts of pump failure include shortfalls in water supply

and/or reduction in nodal pressures. Damelin, Shamir, and Arad [51]

have concluded that for municipal water distribution systems, the

economic value of shortfalls in supply cannot be determined as a

function of their magnitude and time of occurrence. Therefore,

based on the lack of adequate pump failure data, the difficulty in

evaluating the economic impact of pump failures, the great variety

of possible series and parallel pumping arrangements, and the

m N
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inherent uncertainty in the design of a new distribution system,

standard guidelines [26] were consulted to determine the initial

number of primary pumps for normal (peak hour) demand. The number

and capacity of standby pumps will be determined by applying the

basic fire demand loading with selected pump(s) out of service in

accordance with standard fire insurance rating requirements [80].

Both the number of primary and standby pumps and their capacities

can be varied parametrically to properly assess the appropriate

tradeoff between cost and reliability.

The possibility of an electrical power outage for the dis-

tribution system heavily dependent on pumping demonstrates the need

for standby pumping that uses an alternate power source such as

gasoline or diesel fuel. The motors for these standby pumps are

less efficient than the electrical motors normally used, thus reduc-

ing the overall efficiency of the pump-motor combination and

increasing their costs.

5.3 Description of Mathematical Model

In order to fully describe the detailed design model we will

formulate the mathematical model for a small example distribution

design problem. The distribution system and the associated normal

N4
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and emergency loading conditions were selected to illustrate the full

capability of the model. This section will conclude with a formal

statement of the mathematical model.

5.3.1 Example Distribution System

The layout of the example distribution system is pictured in

Figure 5-1.

5.3.1.1 Nodes

The system consists of 8 nodes, 6 demand nodes and 2 source

nodes. The source at node 1 is an elevated storage reservoir and

there is a pumping station at the source at node 8.

5.3.1.2 Links

The lengths of the 9 links are also given in Figure 5-1.

Applying the shortest path tree model (Problem P3) with source capa-

bilities and normal nodal demands as shown in Figure 5-2, the core

tree for source node I and demand nodes 2, 3, 4, and 5 consists of

links 1, 2, 3, and 4. For source node 8 and demand nodes 6 and 7

the core tree consists of links 6 and 9. Connecting the separate

trees using link 5, the shortest link between the two trees, we have

the core tree for the total system consisting of primary links 1, 2,
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3, 4, 5, 6, 9, and the redundant links 7and8. The same results are

obtained using the nonlinear minimum cost flow model (Problem P5).

Identification of the core tree, even in the case where the network

layout is given, is very useful in selecting a good initial flow

distribution for the normal loading condition for the solution algo-

rithm, i.e., by concentrating the majority of flow in the primary

links.

5.3.1.3 Pumps

Based on guidelines from Al-Layla et al. [26], a total of

4 pumps, 3 fixed speed pumps with identical flow and head lift

capacities and a variable speed (flow) standby pump are used at

node 8. All pumps are designed to operate in parallel with each

other; thus, the total flow output of the pump station is the sum

of the flows of each of the pumps and the pumps operate at a common

head lift. Pumps operating in series add their head lifts and each

pump has the same flow rate. The standby pump must be designed to

be capable of replacing the normal pumps under normal loading con-

dition and provide the additional flow requirements of the fire

demand loading conditions. These two flow/head lift operating

points can be used to develop the standby pump's operating

*-ij-~ - ~ "- - _ _ - . - ~ ~ - ~ . - . - -
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characteristic curve. A typical pump characteristic curve is shown

in Figure 5-3.

5.3.1.4 Elevated Storage

The capacity of the elevated storage reservoir at node 1 has

been designed to satisfy demand at its associated demand nodes and

provide a certain amount of fire demand flow to assist in fighting

fires at all demand nodes. The elevation at node 1 is the height of

the water level in the reservoir which varies over the course of the

day. The assumed elevation of node 1 for each of the normal and

emergency loading conditions is based on the nature of the loading

condition. For example, for the broken link loading condition a

time weighted average value can be used. The maximum height that

the storage can be elevated is 50 feet.

5.3.1.5 Loading Conditions

5.3.1.5.1 Normal

The peak hour demand loading, shown in Figure 5-2, is the

single normal loading condition. There are several good references

to assist the designer in estimating normal demand requirements [l,

V - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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24, 25, 26, 27, 28, 65]. The three parallel pumps are assumed to

be operating at maximum flow/head lift capacity.

5.3.1.5.2 Emergency

The model formulation presented in the following sections

is based on the single fire demand emergency loading condition shown

in Figure 5-4. An additional emergency loading condition, failure

of primary link 3, shown in Figure 5-5, will be added to the model

during solution of the example problem in section 5.5.4. Using zon-

ing maps and ISO guidelines [77], the required fire flow at each

demand node can be estimated. A comparison of the severity of fire

demand at each node taking into account the fire flow demands, the

proximity of the node to a source, and the relative nodal elevation

allows the system designer to select the appropriate fire demand

loading condition(s) for the detailed design model. For a munici-

pality the controlling fire demand requirement is usually located in

the downtown district. Consistent with fire insurance guidelines

[80], the fire flow requirements are added to the peak hourly demand

loading and one of the normal pumps is assumed to be out of service.

Thus, the variable speed standby pump must be capable of replacing

the flow normally provided by the out-of-service pump and node 8's

share of the 3000 GPM fire demand at node 6.

£
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5.3.2 Constraints

In this section each type of constraint will be illustrated

by deriving the corresponding constraint for the mathematical model

of the example distribution system design problem shown in Table 5-1.

5.3.2.1 Normal Loading Pressure Constraints

Under normal loading conditions, the pressure or head at

each demand node i must exceed a minimum level HMIN.. Municipal

[66] and state [65] regulations mandate this requirement. The min-

imum pressure level (usually 85-105 feet) is assumed to provide

adequate water pressure to the individual consumer. Because of

individual consumer needs, minimum pressure requirements may vary

within the same system.

To define the head at each demand node, i.e., nodes 2-7, a

head path constraint must be written starting at a node with a

known head, i.e., nodes 1 or 8, describing the head losses and gains

along the path of nodes and links to each demand node.

We know that the head loss on link k on loading Z is

K [Qk(), n  Lk

AHFR(z) = k (5-1)

Dk

- -_. --
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Table 5-1

MATHEMATICAL MODEL FOR EXAMPLE PROBLEM

xs I  XPIl(1) XP,(2) XL,1 XL,1 XL2,

KI, 16LQI(2)'2 K,

-1 
[KI 1 6 [Q1 (2)]nK :l, 8[( 2)]2)I-! K1 , 16 CQ1 (1)Jn K 1 8CI1]

-K 2 Q (2)]n2,61

K K,16 1 ) K 1  Q, (1)]n1-l ,16[Ql(2) n K1  18 F Q1(2) Jn

-)

TCI  PUQP(1,xpI(1)
] PUQP2(2,XP2 ()] CLII 6  LI,18  CL2 ,6

.1.
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Table 5-1 continued

XL2,3 XL3 ,.14  XL3, 16  XL4,10  XL4 ,12  XL5, 6

K3 L4 Q( 2  K3 1 E 2 f
K3, 16Q 3 (2,jK 5 jQ(2J

3,16 IK I

K3K141Q3,'2)'n K3 4 12QQ 4 1)f K5 ,[QS(2)

;K K ")In~ 3 ,1EQ3 ")"n 3 , 16 :q3'23 4 0 Q()~K 1 C 4 22
-K4 _KQ(2 Inl -K4  !!),In2

'114Q3  K3,1 5EQ3(2)] IQ1 C 4()~K, 1 ~()
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Table 5-1 continued

X58X6,2X 14XL 7,6  XL7,8 XL 3 5

5,3- 5,

K )In 7K 'Q7()'

K7 ,6[Q7(2)J K7 ,~72L )

K518 5(2 ) 6  ,12 1Q6 2)J -K6  14EQ6(2)

7,6-K 8( 7,8 8 2Q7

K ,1 )n-6] , ,,]

CL518  CL 6 12  CL6,14  CL7,6  CL7,8  CL8,6

4P- J
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Table 5-1 continued

'XL XL9,18 CONSTRAINT

95 (1)

75 (2)

I = (5)

, 0 (5)

=1 0 (7)

* 0 (8)
"K8,,B[QB(1)]n -K9,16[Q9(11l "K,8 Q 1 ] 20 (9)
IK ,[B2] I. g,18[9(g(]n n
Kq 8 (Q8(2)n IK 16CQ9 -(2) I K9 , 1 8 [Q9 (2)I 20 (10)

1000 (11)
2S00 (12)1000 (13)
1500 (14)
3000 (15)
3500 (16)

4500 (17)
115000 (18)

100O (19)
9 50 (20)
1 0 (21)

CL CL9 16  CL9 18  I SMAX (22)

8• -1 . ....
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where link k has a single diameter Dk

Head gains are provided by elevated reservoirs and pumps. The addi-

tional head XSk provided by elevated reservoir k at a source

node represents the height added by the structure supporting the

reservoir. Likewise, XPk(Z) is the head lift added by pump k on

loading 2 . The resulting combination of flows and head lifts of

a pump over all loading conditions can be used to define the pump's

desired characteristic curve.

Thus, from Figure 5-2 the head at node 4 under the normal

loading (loading 1) is

H4 (1) = HI(1) - EL4 - AHFI(I) -AHF3(1)

= EL + XS1 - EL4 - AHF1(1) - AHF 3(0) (5-2)

K1 [Ql(1)]nL1  K3 [Q3(1)]nL3
= (EL1 -EL 4) + XS1 m - m

1  D3

The quantity EL1 - EL4  is the potential energy of water at node 4

referenced to node 1.

The head at node 4 could instead be referenced to node 8 as

follows:

r- ~ -
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H4 (1) (EL8 - EL4) + XP(1) [Q9(,),nL9m
09

(5-3)

K6 [Q6 (1)]n L6 K Q5 (1)]n L5

m m
06 5f5

where XP1 (1) is the common head provided by the three parallel

pumps at the pump station. Since the three identical pumps are

operating in parallel, each pump provides one-third of the total

flow capacity at the same head lift.

Instead of each link having a pipe of only a single diameter,

define Sk as the set of candidate diameters that segments of link

k may assume. Standard adaptors can be used to connect pipes of

different diameters. For example, for link 3, segments of pipe with

14 or 16 inch diameter may be combined to make up its 1000 foot

length.

Let XLkj be the length of pipe of diameter j eS k to place

on link k . Sk is a subset of the commercially available pipe

diameters. Sk may be restricted to satisfy the minimum diameter

requirements for broken link emergency loading conditions, statutory

regulations [65], and minimum and maximum normal hydraulic gradient

(velocity) limits on normal loading link flow. Furthermore, due to

I
4L' Vm! iI
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computational considerations the specific link diameters from Sk

used in the model at any instant may be limited and changed as

necessary to find an improved solution.

The head loss on a link with segments of different diameters

is the sum of the head losses on each of the separate segments of

the link. Thus, the head loss on link 3 for loading I is

K3[Q3(1)] nL3  K[Q3(1)]nXL 3 14
AHF3(I )  3 3= 331

3  (14)m

(5-4)

+ K3[Q3()]n XL3,16

(16)m

where

XL3,14 + XL3,16 = L3  = 1000

D3  can be considered to be the diameter of a single equivalent pipe

1000 feet long that would provide the same frictional loss as the

segments of the set of candidate diameters.

To simplify notation let

K
10.471 Kk

kj =(HWk) (Dkj) (Dkj)m (55)

I
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computational considerations the specific link diameters from Sk

used in the model at any instant may be limited and changed as

necessary to find an improved solution.

The head loss on a link with segments of different diameters

is the sum of the head losses on each of the separate segments of

the link. Thus, the head loss on link 3 for loading 1 is

K3[Q3 (1)] L3  K3[Q3(1]nXL3,14

IHF (1) 3 3 [Q3( 3 14
D (14)m

(5-4)

+ K3[Q3 (1)]nXL3,16

(16)m

where

XL3,14 + XL3,16 = L3 = 1000

D can be considered to be the diameter of a single equivalent pipe
3

1000 feet long that would provide the same frictional loss as the

segments of the set of candidate diameters.

To simplify notation let

K
K 10.471 k (55)
kj (HWk)n (Dk)m (Dk m

k" - --
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where Dkj is a diameter from the candidate set Sk  For nota-

tional purposes we will let j = D The head loss on link 3 on
kj

loading 1 is now written

AHF3 (1) = K3 14[Q3(1)]nXL3 ,14 + K, 16 Q3 (1)]nXL 3  (5-6)

where the quantity K3j1[Q3(1),n is the hydraulic gradient. Letting

HMIN.(1) = 90 feet for all demand nodes, we have for node 41

H4(l) = (ELl - EL4) + XSl - Kn,16[Ql(1)]nXLl,16

- K1 ,18[Ql (1)]nXL1 ,18 - K3, 14[Q3 (1)]nXL3, 14  (5-7)

- K3 ,16[Q3(1)]nXL3,16  > HMIN (1)

Substituting for constants, multiplying both sides by -1, and moving

the constants to the right hand side we have

-xSI + K1,16[Ql(1)]nXL1 ,16 + Kl,18[Ql1 XLl,18

(5-8)
+ K3,14[Q3(l)]nXL3 914 + K3 ,16Q3(1 )]nXL3,16 5

Inequality (5-8) corresponds to constraint (3) of Table 5-1. To

. ...
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illustrate the structure of the model in an economical manner only

two candidate diameters are shown for each link and only 2 of the

6 possible minimum head constraints (nodes 4 and 6) for the normal

loading condition (inequalities (3)-(4)) are shown in Table 5-1.

Head constraints for the emergency loading are constructed

in a similar manner to those for the normal loading. However,

instead of serving as a constraint for defining the feasible region,

these constraints are used to define the objective function. Con-

straints (1) - (2) of Table 5-1 are the head constraints for loading

2 and will be discussed at length in section 5.3.3.

5.3.2.2 Loop/Source Constraints

For the steady state conditions three requirements must be

satisfied:

1. The sum of flows entering a node must equal the sum of

flows leaving a node.

2. The sum of frictional head losses around any closed loop

must equal zero.

3. The sum of the head losses between any two fixed head nodes,

e.g., reservoirs or other sources, must equal the difference

between the fixed heads at these nodes.

A. I
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Condition 1, nodal conservation of flow, is satisfied in the

model by the user selecting an initial link flow distribution that

satisfies this requirement. Subsequent flow changes are made so

as to maintain the initial conservation of flow.

Condition 2, conservation of energy around a loop, is satis-

fied by writing loop equations for each independent loop in the net-

work. Loop equations are written in the same manner as head path

constraints except that the starting and ending nodes are the same.

Head changes due to booster pumps or elevated reservoirs located

along the loop path are ignored.

For the example distribution system there are four loop

equations--two for each loading condition. The loops and their

initial flows are shown in Figures 5-2 and 5-4. The clockwise arrows

indicate the positive flow direction. The loop equation for the

normal loading loop I is

-K2,6IQ2 (1)]nXL2,6 - K2,B[Q 2(1)]nXL2,8 + K3 ,14[Q3 (1)nXL3 14

+ K 3,16Q3(1)]nXL3,16 + K4, 10[Q4()]nXL4, 10  (5-9)

+K 4 ,12[Q 4(1)nXL4 ,12 + K7,6 [Q7(1)nXL7,6

+ K7 , 8 [ Q7(1)]nXL7 , 8  = 0

, -I --I-II I-
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The loop equations for the example problem are constraints (5) - (8)

in Table 5-1.

Condition 3 represents the physical requirement that external

energy added to the system (potential energy due to elevation and

pressure energy from pumps) is conserved. The source equations

establish a common reference point among all fixed head nodes allow-

ing nodal head constraints to be written starting at any fixed head

node in the network. Since there are two source nodes, source equa-

tions have been written--one for each loading. The source equation

for the normal loading condition is

- 1 + XP1(1) + K1 ,16[QI(1)]nXL1 ,12 + K1 , 18 [QI(1)]nXL 1 , 1 8

+ K3 , 14 [Q3 (1)]nXL3, 14 + K3,16Q3 ()]nXL3, 16

+ K4,10[Q4 XL4,10 + K4, 12 [Q4 ()]nXL 4,12  (5-10)

- K8[Qs(1)] nXL8 - K ,[Q(1)]nXL,

- K 9 [Qg()]nXL - K9,[Qg(1)]nXL = EL -EL = 209,16 9 9,16 9,18 9 9,18 E 1  8

Constraints (9) -(10) of Table 5-1 are the source path equations for

both loadings.

*| r
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5.3.2.3 Length Constraints

For each link a length constraint of the form

Z XL L (5-11)
SSk j k

k :1,..., NLINK

must be written to insure that each link is fully defined. Con-

straints (11) - (19) of Table 5-1 are the length constraints.

5.3.2.4 Storage Height Constraints

By increasing the height of elevated storage, the head at

each node in the system on all loadings is increased by the eleva-

tion of the structure XSk  Depending upon the size of the storage

reservoir, the topography of the area, and safety considerations, it

may not be possible or desirable to build a supporting structure for

the reservoir above a certain height. Also, elevating a balancing

storage reservoir too high may hinder its filling during periods of

low demand. Thus, a constraint of the form

XSk 1 SHMAX k  (5-12)

must be included in the model where XSk  is the number of feet to

add to elevated storage k and SHMAXk is the storage height
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limitation. Constraint (20) of Table 5-I is the 50-foot height

limit on the elevated storage at node 1.

5.3.2.5 Pump Capacity Constraint

Likewise, there may be limitations on the capacity of a

pump due to

1. Capacity of an existing pump

2. Limitation on the capacity of available pumps

3. Pump operating level constraints arising from

a. Operation of the same pump on different loadings

b. Operation of pumps in parallel

The first two types of constraints involve comparison of the

pump capacity against a known upper or lower bound. These con-

straints may be written in terms of either a head or a horsepower

limit as follows:

PHMIN < XPk(Z ) I PHMAX (5-13)
k = k ~ k (-3

Y QPk (Z) XP k(Z)

HPMIN < 550 Xk < HPMAX (5-14)
k 550 k k

where

PHMIN k--the minimum head for pump k

i - l I |II | I II Ik
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PHMAX k--the maximum head for pump k

HPMIN k--the minimum horsepower for pump k

HPMAX k--the maximum horsepower for pump k

kQPk (z)--the flow rate through pump k under loading 2

k-the combined pump-motor efficiency of pump 
k

y--the specific weight of water at the kiown temperature.

Constraint type 3.a arises from the need to establish pump

capacity limits which may be used to properly assess the cost of a

pump which operates on more than one loading condition. The cost of

a pump is a function of its maximum flow rate and head lift [4].

Although a pump may operate on multiple loading conditions, each

pump can be associated with a particular loading condition, its

critical loading condition, for which the pump is being primarily

designed to operate. For example, the set of three parallel pumps

in the example problem are principally designed for efficient, eco-

nomical operation during the normal loading condition. On the other

hand, the critical loading condition for the variable speed standby

pump is the fire demand loading condition. The flow rate and head

on the critical loading condition determine both its cost and the
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capacity limits for its operation on other non-critical loading

conditions. The general form of constraint type 3.a is

XPk() Pk(ck) (5-15)

YQPk(Z)XPk( ) YQPk(k)XPk(ZC)
< 

(5-16)
550 = 550 k

where ck is pump k's critical loading condition and loading Z

is any other loading for which the pump operates. In the example

problem the set of normal parallel pumps operates on both loading

conditions with loading 1 as the critical loading. Since parallel

pumps operate at the same head and the pumps are operating at the

same maximum flow capacity on both loadings, the constraint

XP (2) < XP (l) (5-17)

applies.

Constraint 3.b arises from the requirement that pumps oper-

ating in parallel must work at a common head lift. Thus, for the

standby pump, pump 2, operating in parallel with the two remaining

normal pumps we have

XP2(2) XP1(2) (5-18)
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However, since pump 1 is already costed out in loading 1, and both

pump 1 and pump 2 (which is costed out on loading 2) deliver the

same nonadditive head on loading 2, constraints (5-17) and (5-18)

may be replaced by

XP2 (2) < XPI(l) (5-19)

which corresponds to constraint (21) of Table 5-1.

5.3.2.6 Budget Constraint

This section examines the individual cost components of the

budget constraint (constraint (22) of Table 5-1) some of which have

been introduced in Chapters 3 and 4 and briefly addresses some con-

siderations in selecting the maximum budget level. However, discus-

sion of an analytical method for selecting BMAX, the maximum bud-

get limit, had been deferred until section 5.4.2 after development

of the necessary analytical tools.

There are two major classes of costs associated with water

distribution systems--capital and operating costs. The distinction

between capital and operating costs is important because of the

different method of calculating and financing each cost.

___I_____i___ _____ __II__I
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5.3.2.6.1 Capital Costs

Capital costs are the investment costs of the water distri-

bution system. Capital costs represent the complete cost of acquir-

ing and installing links, pumps, and elevated structures for storage

reservoirs. Because of the high initial capital costs of either

installing a new water distribution system or making a major expan-

sion to an existing water distribution system, municipalities gener-

ally finance the capital costs by issuing bonds. Although the face

value of the bonds may represent the total capital costs of the dis-

tribution system, because of the time value of money, the capital

costs must be converted using present value analysis to a stream of

equivalent uniform annual costs to allow capital costs to be be com-

bined with annual operating costs.

5.3.2.6.1.1 Pipe Capital Cost

The expression for the capital cost per foot of pipe

zl (D kj)z 2  (5-20)

was covered in section 3.2.2.1. The graph of this convex function

for Z, = 1.01 and Z 2 = 1.29 is shown in Figure 5-6. This

expression assumes a cast-iron pipe of a specific tensile strength

L , •. i I II II I I I
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(pressure class). Certain links in the system may require pipes in

a higher pressure class due to unusual pressure conditions.

5.3.2.6.1.2 Pump Capital Cost

The capital cost of installed pump k in dollars is [48]

kc4 QP kCk)] 5 [XPk (z )] 6 (5-21)

where Z4 ' z 5 and Z6 are constants. Per section 5.3.2.5 Z. is

the loading condition for which pump k is principally designed to

operate. The graph of this concave function for a fixed flow of

1500 GPM and Z4 : 16.14, Z5 : .453 and Z6 = .642 (1976

prices) is shown in Figure 5-7. For identical pumps operating in

parallel each pump shares an equal part of the total flow rate on

the link and has the same operating head. Thus, for pump k com-

posed of NPPUMPk parallel pumps the total capital cost is

NPPUMPk * £4 [NPPUM kJ [XPk (z~) 26 (5-22)
kN4PPUMP k X~k C k)

• (5- -7.
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5.3.2.6.1.3 Storage Height Capital Cost

Although the total capital cost of an elevated storage reser-

voir depends on its capacity, type of design, and elevation, since

the reservoir design is fixed in our model, we are concerned only

with the cost of building a structure to elevate the reservoir.

From section 3.2.2.1 we have that the cost of elevating the reser-

voir is directly proportional to its height [46], i.e.,

STCk XSk  (5-23)

5.3.2.6.2 Annualizing Capital Costs

Before discussing the operating cost, we will discuss a

method for converting capital costs to equivalent uniform annual

costs (EUAC) which can then be combined directly with annual oper-

ating costs [56]. Assuming that capital costs are to be repaid in

equal annual installments over the useful life of the capital equip-

ment (NYEAR) at an interest rate of I with SV as the ratio of

the initial value of the investment to its salvage value, the annual

capital recovery factor is

CRF ( I  I + I NY EAR)

CRF NYEAR.I (1-SV) + I(SV) (5-24)

1

, - - I II I I I I-
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The values of NYEAR used in the model are 30 years for pipe and

reservoir capital costs and 15 years for pump capital costs [48].

An interest rate of .06 and salvage ratio of .1 [48] were used for

all capital equipment. The appropriate CRF value multiplies the

pipe, reservoir, and pump capital costs derived in the previous

sections to form the capital cost component of the budget constraint.

5.3.2.6.3 Operating Costs

Operating costs are associated with running and maintaining

the water distribution system. Unlike capital costs, operating

costs are incurred continuously during the lifetime of the system.

Thus, operating costs can be computed on an annual basis and directly

combined with the annualized capital cost to arrive at the total

equivalent uniform annual cost.

5.3.2.6.3.1 Pipeline Operating Cost

The efficient operation of water distribution system pipe-

lines requires periodic maintenance and inspection. The annual cost

of this operation is proportional to the diameter and the length of

the pipe. At 1976 price levels, the proportionality factor is $4/in

of diameter/mile/year [61].
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5.3.2.6.3.2 Pump Operating Cost

5.3.2.6.3.2.1 Energy Cost

The energy required to operate a pump is directly propor-

tional to its maximum horsepower and is given by [24]

'(QPk(Zk) XPk(Zk

E = k (5-25)
737.6 nk

= .746 HPk (5-26)

where E is in kilowatt-hours and HP k is the maximum horsepower

of pump k . As noted above, only energy associated with normal

operation is included. The annual pumping cost in dollars is

24 • 365• U• CE• 746 • HPk

(5-27)

- 6535 • U • CE • HP k

where

C E--the electricity cost per kilowatt-hour in dollars

U--the utilization or load factor for the pump

_ _ _ _
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In the model C = $.04. The utilization factor takes into account

the fact that the peak pumping rate is not pumped 24 hours a day.

For residential demand U ranges from .097 to .26 [81].

5.3.2.6.3.2.2 Maintenance Cost

The general maintenance cost for a pump station is directly

proportional to its maximum horsepower. A cost of $4/horsepower in

1976 prices was used [61].

5.3.2.6.4 Budget Level Selection

A major consideration in selecting the maximum budget level

is the ability of the municipality to finance the system. Munici-

palities usually issue bonds to cover the capital costs of the sys-

tem. The budget level may depend on the financial rating of the

municipality, its borrowing capacity, and most importantly on the

willingness of voters and/or officeholders to approve costly bond

issues. Because of budget limitations certain performance/reliabil-

ity features such as loops may have to be delayed until additional

funds are available. A method for selecting the range of budget

levels, which takes into account the expected emergency loading con-

ditions, will be discussed in section 5.4.2.

__ _ __ _ __ _ __ _ __ _
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5.3.3 Objective Function

5.3.3.1 Selection

The purpose of the model's objective function is to measure

the performance of the distribution system under emergency loading

conditions. As previously discussed, the principal physical impacts

of the emergency loading conditions are deficiencies in the required

flow rates and nodal pressures. Providing adequate flow rates for

the expected duration of the emergency loading condition has been

taken into account by setting minimum diameters for redundant and

selected primary links, acquiring sufficient standby pumping flow

capacity, and properly sizing the storage capacity of reservoirs.

Thus, consistent with de Neufville et al.'s pioneering work [50], a

function of the heads at the demand nodes will be used to measure

system performance under emergency loading conditions.

Three functions of nodal heads were considered for the

objective function:

1. Maximize a weighted sum of the nodal heads throughout all

emergency loading conditions (MAXWNODE).

2. Maximize the minimum nodal head over all emergency loading

conditions (MAXMIN).

_____ - -- :~E-. /,
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3. Maximize a weighted sum of each emergency loading condition's

minimum nodal head (MAXWMIN).

de Neufville et al. [50] used the MAXWNODE as a measure of

performance to manually evaluate alternative network configurations

under expected emergency loading conditions. The weight for each

nodal head was based on the ratio of each node's demand to total

system demand. However, this author's own results using the MAXWNODE

objective function in the optimization algorithm for small problems

proved unsatisfactory; some nodes had extremely high heads while

others had extremely low heads.

Noting this inherent inadequacy in their measure of perfor-

mance, de Neufville et al. [50] also suggested the need for a distri-

butional measure of performance. They used the nodal head at the

extreme end of the supply network which in their case would inevi-

tably be the lowest.

This led us to the MAXMIN objective function which focuses

on maximizing the minimum head over all emergency loading conditions.

A similar criterion is often applied in decision theory [83] and game

theory [84], i.e., the minimax criterion--minimize the maximum loss--

and represents a very conservative strategy.
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The MAXWMIN objective function incorporates the good points

while avoiding the weaknesses of the MAXWNODE and MAXMIN objective

functions. MAXWMIN avoids the difficult task of weighting individ-

ual nodes and the uneven results of MAXWNODE, but still allows the

user the flexibility to weigh each emergency loading condition based

on the importance or likelihood of its occurrence. The MAXWMIN is

less conservative than the MAXMIN objective function where perfor-

mance on a single emergency loading condition can control the opti-

mization. Furthermore, MAXIMIN is more realistic than the MAXMIN

since MAXWMIN focuses on each emergency loading condition individ-

ually rather than the minimal head over all nodes over all emergency

loadings. Except perhaps in a disaster situation, rarely are dis-

tribution systems simultaneously exposed to several emergency loading

conditions.

5.3.3.2 Implementation

Although the concept of the MAXWMIN objective function may

appear complex, its formulation as a mathematical program is fairly

simple. In compact form the mathematical program may be written
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PROBLEM P8

Maximize wM
XF Z e LE  i E DNODE

where

F--the feasible region defined by the constraints of sec-

tion 5.3.2

X--the vector of all decision variables

LE--the set of emergency loading conditions

DNOOE--the set of demand nodes

H.(Z)--the head at node i under emergency loading condi-

tion Z (a function of X)

w --the weight assigned to emergency loading Z

Let us consider the case where there is a single emergency

loading condition. Problem P8 above simplifies to

PROBLEM P9

Maximize [Minimum jHi ]
A F i ONODE

where H. is the head at demand node i . Problem P9 involves max-
1

imizing the minimum of a finite number of functions over a common

i4
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domain and is called the Chebyshev problem. The Chebyshev problem

is a common one arising in mathematical contexts, game theory, and

statistical analysis and has been examined by several researchers

including Minieka [85], Sobel [86], Wagner [87], Zangwill [88], and

Blau [89]. Thus, Problem P8 could be classified as a weighted

Chebyshev problem.

Let z be the value of the objective function. Problem P9

can be written in the following equivalent form:

PROBLEM PlO

Maximize z

X F

subject

z < Hi(l) iEDNODE

Let z be the minimum head on emergency loading condition Z.

Then, Problem P8 can be written

RTT-7771774
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PROBLEM P1l

Maximize

X F 9..ELE

z < Hi ( , ) ieDNODE
Z _LE

The minimum nodal head on each emergency loading condition serves

as a ceiling for the objective function component z

Thus, for the example problem the objective function con-

straint for node 4 on the fire demand emergency loading condition

(number 2) can be written as

z < H4(2) = ELI-EL4+XS 1 -K1 , 16[QI(2)]nXL1 , 16

-K1 ,18[Ql (2) ]nXL 1,18 -K3 ,14[Q3(2)]nXL3,14  (5-28)

-K3 16 [Q3 (2) ]nXL 3 16

Substituting constants and moving all decision variables to the left

hand side we have h

-XS1 +K 16[Ql ( 2)] nXL 16+K 1,8[Ql( 2) ]n XL1 , 18
i(

- __ ____ ___ ____ '1- -
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+K3 14[QI(2)]nXL 3 14 +K3 1 6 [Q3 (2) ]nXL 3 16

+z < 95 (5-29)

Inequality (5-29) corresponds to constraint (1) of Table 5-1.

Treating z as a nonnegative decision variable is consistent with

the physical requirement that for water to reach a demand node it

must have nonnegative pressure. Constraints (l)-(2) of Table 5-1

correspond to objective function constraints for nodes 4 and 6. The

constraints for the other four demand nodes have been omitted to

allow the model to be presented in an economical manner.

5.3.4 Formal Statement of Mathematical Model

This section presents a formal statement of the mathematical

model, a summary of the constraints, and definitions of new

parameters.

PROBLEM P12

Maximize w z (5-30)
Z LE

subject to

____ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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ELs  ELi + XSk + XPk(z)

kePATH. kE-PATHsl si

(5-31)

Kkj [Qk(,)]nXLkj >

k PATHs j Sk
Z E:LE

i E DNODE

any s E SNODE

EL -EL. + XSk + XPkL)

kEPATH. kEPATH.
Sl S1

+ Kkj [Qk(,)JnXLkj > HMINi(Z)

kePATHsi j Sk

Z E LN (5-32)

i e DNODE

any s E SNODE

- Kkj [Qk()]XLk = 0±i k k 0

k LOOP i(t) jESk (5-33)

i = 1, ..., NLOOP(Z)

£ LN U LE
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+ Xk ±Xk(Z

kE PATH k E PATH
st st

K ' Kkj [Qk()]n XLkj ELs - ELt  (5-34)

ksPATHs j S kst k s, t E SNODE

s t

Z ELN U LE

NST NPUMP
T XSk+ PU Pk (k

k 1 k 1l

NLINK
+ 2 CLkj XLkj < BMAX (5-35)

k =1 IcSk

Xkj Lk (5-36)
j Skk k = 1, ... , NLINK

0 < XSk  < SHMAXk  (5-37)

k =1, ..., NST

PHMINk < XPk(Z) PHMAXk (5-38)

k =1, ...,NPUMPiii -- _ _ _ _ _ _ _ _ _
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Z LN U LE

XL > 0 k: 1 ..., NLINK
kjJS

j S

z > 0 Z £ LE

Qk( ) 0 k = 1, ..., NLINK

Z _ LN U LE

Objective function (5-30) and the objective function con-

straints (5-31) combine to implement the MAXWMIN objective function.

Constraint (5-32) is the requirement that the pressure at each

demand node exceed minimum acceptable levels under normal loading

conditions. Equality constraint (5-33) requires conservation of

frictional head loss on all loops on all loading conditions. Equal-

ity constraint (5-34) requires conservation of energy between all

pairs of sources on all loading conditions. Inequality (5-35) is

the budget constraint. Equality (5-36) is the link length con-

straint. Inequalities (5-37) and (5-38) represent bounds on storage

height and pump size, respectively.

The following new parameters are included in the model:

LN--the set of normal loading conditions

MI
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LOOPi()--the set of links in loop i on loading

condition Z

NLOOP(Z)--the number of loops in loading condition k

5.4 Analysis of the Model

5.4.1 Constraint Set

This section will analyze various important characteristics

of the constraint set essential to selecting the proper solution

algorithm and evaluating the results of the chosen algorithm.

5.4.1.1 Nonlinearity

The frictional head loss relationship is, in general, non-

linear in both flow rate and link diameter. However, by allowing

each link to assume only a discrete set of candidate diameters, Sk

the head loss terms in the model, Kkj [Qk(X)]nXLkj are only non-

linear in flow rate. Likewise, the capital pipe cost function,

ZI (Dkj) '

is nonlinear in diameter but becomes linear in XLkj since each

XLkj is associated with a single diameter jS S

_ _ k_

---- _ _ _
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The capital pump cost function,

Z' I Q~ ( Z C k4) [XPk (c)j

where ck is pump k's critical loading condition, is nonlinear in

both flow rate and head lift. However, in most cases the pump,

unless it is an in-line booster pump, will not be located on a loop

and its flow rate will be fixed. Assuming a fixed pump flow rate,

since Z6 < l , the capital pump cost term is a nonlinear concave

function of its head lift.

5.4.1.2 Nonconvexity

Since n > I , the head loss term + Kkj [Qk(,)]nXLkj is

convex while the term - Kkj [Qk(,)]nXLkj is concave. For loops

the sum of the head loss terms must equal zero. Since not all of

the head loss terms are zero (unless there is no flow in any links

in the loop), the loop constraint is the sum of both convex and

concave functions. Therefore, the intersection of the loop con-

straints forms a nonconvex set and the feasible region is nonconvex.

Consider the special case of optimizing a tree distribution

system. Since for a tree system all link flows are fixed, the non-

linearities in the nodal constraints (5-31) and (5-32) and the

-- ~ -- --- -- _ _ __'__ _
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source constraints (5-34) are removed. The only remaining non-

linearity is the concave capital pump cost term in the budget con-

straint. Since the other terms in the budget constraint are linear,

i.e., both concave and convex, and the sum of a finite number of

concave functions is concave, the budget constraint is concave.

Thus, the feasible region is still nonconvex. However, for a tree

distribution system without pumps the constraint set is convex since

all constraints are linear.

5.4.1.3 Structural Analysis

The purpose of a structural analysis of the constraints is

to identify any special structure that could be exploited in the

solution algorithm. Ideally, a large problem could be decomposed

into independent subsystems whose subproblems could be independently

solved. However, coupling constraints, such as a common resource,

or coupling variables, i.e., common activities among the subsystems,

are often present reflecting the interaction among subsystems.

Figure 5-8 depicts some common structures.

A natural way to approach the MAXWMIN problem (Problem P12)

is to treat each loading condition as a subsystem since each loading

condition has its own unique flow distribution. However, each load-

ing condition shares a large number of coupling variables with other

___ ________ ____ ____

r -m-- - __ __ __ __ __ _



184

LCL

=i 00-* -
Lu

00
I-

I--

in

- I-

OtAJ
411fA I-n~

_ 0 



185

loading conditions, i.e., link diameters and added storage height,

in addition to important coupling constraints, i.e., budget, link

lengths, bounds on storage height and pump capacity, and pump oper-

ating level constraints between various loading conditions. Thus,

because of the tremendous amount of interaction among loading con-

ditions, the constraint structure is not appropriate for decomposi-

tion based on loading conditions. Nevertheless, its structure does

suggest the need for a central coordinator to allocate the available

resources among the competing emergency loading conditions in an

optimal manner.

5.4.2 Feasibility

Because of upper bounds on the budget level, the storage

height, and the pump capacity, the MAXWMIN problem is not guaranteed

to have a feasible solution. A way to check the feasibility of the

MAXWMIN problem is to solve the following minimum cost optimization

problem:

PROBLEM P13

NST NPUMP

Minimize STC kXSk + PU rXPk(c) QP(Zck)]
k-- k I
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NLINK CL XL. (5-39)

k = 1 j ESk

ELs - EL . + XSk +. XPk(z)

k E PATH k PATH.

(5-40)

± Z Kkj [Qk(,),nXLkj > HMINi(z)

sI k kjk _PATH s i  j E:S k

i EDNODE

any s E SNODE

Z E LN U LE

k [Qk(,),nXLkj 0 (5-41)
k ELOOP i EJ S k

i 1 1, ..., NLOOP(Z)

ZLN U LE

+s Xk ±p Xk(Z

k PATHst k PATHst (5-42)

I I Kkj [Qk(Z)]nXLkj = ELs "ELt

kePATHst j Sk

s, t ESNODE

s t

---- V - --------- III I I-.. I
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2LN U LE

XLkj : Lk (5-43)

k = 1, .... NLINK

XSk > 0 k=1 ... , NST

XPk(Z) > 0 k =1 .. NPUMP

Z LN U LE

XL > 0 k , ... , NLINK
kj S

j S

Qk) 0 k , ..., NLINK

Z eLN U LE

Problem P13 was derived from Problem P12 by replacing the MAXWMIN

objective function with the left hand side of the budget constraint

(5-35), replacing the z variables with selected minimum pressure

levels, and relaxing bounds on storage height and pumping head lift.

By its construction with no bounds on external energy, Problem P13,

the MINCOST problem, must have a feasible solution.

Proper selection of the minimum nodal head pressures,

HMINi(Z), in the MINCOST problem allows us to obtain a range of

feasible budget levels for the MAXWMIN problem. Setting HMINi(Z)

I1 _ _ _ __-_ _ _ _
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for normal loadings equal to statutory minimum levels (usually 35-

105 feet) and for emergency loading conditions equal to zero, we

can obtain an absolute lower bound on BMAX. If instead HMIN.(Z)

for emergency loading conditions is set to minimum statutory require-

ments for emergency operation (usually 46 feet), the cost of satis-

fying government regulations can be evaluated. Setting HMINi(Z)

for emergency loading conditions to the minimum normal pressures

provides an upper bound for BMAX.

Analysis of the cost components in the optimal solution to

the above MINCOST problems may indicate an excessive amount of

funds have been implicitly allocated for redundant links. By care-

ful analysis of the redundancy requirements of the set and flow

covering models (Problem P6 and P7), appropriate adjustments in

these requirements may be made freeing additional funds for handling

detailed design emergency loading conditions.

5.4.3 Optimality

Due to the nonconvexity of the general constraint set of

the MAXWMIN problem (Problem P12), any algorithm for solving Problem

P12 can at most guarantee a local optimum. However, for the special

case of a tree distribution system without pumping it can be shown

that Problem P12 becomes a concave program, i.e., maximizing a

L . I II .
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concave function over a convex set for which every local optimum is

a global optimum. Since in the case of a tree all flows are fixed,

the coefficients of the XL terms in the normal loading minimum

pressure constraints (5-32) and the source equations (5-34) are

fixed, and the constraint set is linear in the remaining decision

variables. For each emergency loading condition Z and demand node

i let

f ( ) EL- EL.i + XS k+ XP k(Z)

kEPATH. kEPATH.si si

Kkj [Qk()]n XLkj (5-44)

ke PATH si jSk

where X is the vector of all decision variables. Since Qk(z)

is fixed, fi () is linear (and thus concave). For every feasible

define the pointwise infimum of {fi ()} for each loading as

fjX) = inf fi (X) = mi f.(X) (5-45)
i DNODE i c DNODE 1 Z

By Theorem 4.13 p. 75 Avriel [90], then f z() is a concave func-

tion. Figure 5-9 illustrates this situation for linear functions

of a single variable. Multiplying f.(X) by its appropriate posi-

tive weight wz and summing over all emergency loading conditions

__

-b - -w I i



190

A

/ LI-

2S..



191

we have the concave function

W fX(5-46)

Z E LE

which is just the MAXWMIN objective function. Since we are maximiz-

ing a concave function over a convex set, any local optimum is a

global optimum.

Let us next consider solving the general Problem P12 with

loops and pumping when we fix all the link flows Q() . Now, the

budget constraint becomes concave and Problem P12 is a noncovex

program since the capital pump cost function is both nonlinear and

concave. More specifically Problem P12 becomes a complementary

convex or reverse convex program since the set of decision vari-

ables satisfying the budget constraint is the complement of an open

convex set and the remaining constraints are convex [90]. For con-

tinuous functions of a single variable, f1(x) and f2 (x), let

R = {x : x > 0, fl(x) S f2 (x)} where f1(x) is concave and f2 (x)

is convex. For two example cases Figure 5-10 illustrates the

resulting nonconvex sets. In Figure 5-10A R = (a, I x < a2 or

a3 1 x < a4} and is the complement of the open convex set

a2 < x < a. In Figure 5-10B R = (0 < x < a or x > a2 } and

is the complement of the open convex set a1 < x < a2 . Unless

L
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specialized algorithms [91, 92] are used, convergence of the solu-

tion algorithm to the global optimum for the complementary convex

program cannot be guaranteed.

Alperovits and Shamir [46] state without proof that the

optimal solution for Problem P13 will have at most two segments with

their diameters adjacent on the candidate diameter list for that

link. Quindry, Brill, Liebman, and Robinson [94] offer an apparent

counterexample. Appendix C presents a proof for Alperovits and

Shamir's [46] statement including the exact conditions for which

it is valid. Also, a linear programming model to find the minimum

cost feasible solution for a given optimal continuous diameter solu-

tion is developed.

5.5 Solution Technique

5.5.1 Introduction

Alperovits and Shamir's [46] Linear Programming Gradient

(LPG) approach was selected as the basis for the solution algorithm

for the MAXWMIN problem. The LPG approach was developed to solve a

simpler version of the MINCOST problem (Problem P13) for normal

loading conditions only. Fixing the complicating variables Qk(Z)

in Problem P13, the constraint set is linear. Representing the
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concave capital pump cost as a piecewise linear function, the LPG

approach solves a series of linear programs linked by changes in

the flow distribution resulting from loop flow changes. Loop flow

changes are made so as to improve the objective value in the next

program. The LPG approach has been specifically tailored to solve

the MAXWMIN problem (Problem P12). We will first describe in detail

the specific algorithm used with an emphasis on the major modifica-

tions to Alperovits and Shamir's LPG approach, present a formal

statement of the algorithm and apply the solution algorithm to

design of the example distribution system.

5.5.2 Description

5.5.2.1 Introduction

The solution algorithm involves partitioning the decision

variables into two classes, the complicating variables and all

others. When the values of the complicating Qk( ) variables are

fixed, i.e., the vector Q = (QI(1), ...), the MAXWMIN problem

becomes at worst a complementary convex program (CCP) which can be

solved using a series of linear programs for an optimal objective

value CCP(Q) [90]. Using dual variables and derivatives of flow

constraints, loop flow changes AQ = (AQl, ...) are computed in an

t

_ _ _-Ell - -I
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attempt to improve the current solution, i.e., CCP(Q + Q) > CCP(Q).

The general method is illustrated in Figure 5-11. The algorithm is ,

terminated when a local optimum is reached. The remainder of this

section will cover in detail important aspects of the algorithm.

5.5.2.2 Nodal Pressure Constraints

In theory, nodal pressure constraints, inequalities (5-31)

and (5-32), must be written for each demand node and loading condi-

tion. However, the greater the number of constraints the more com-

putational effort needed to solve the linear program and to update

the coefficient matrix with changes in Qk( ) and Sk  Thus, by

identifying demand nodes on each loading which are likely to experi-

ence lower pressures, e.g., nodes farthest from the source or fire

demand nodes, we can perhaps reduce somewhat the number of nodal

pressure constraints.

Shamir and Alperovits [46] suggest solving the problem for

a small set of nodal constraints and then checking the relaxed nodal

constraints at the optimal solution. If any of the relaxed nodal

constraints are violated, the violated constraints are added and

the total problem re-solved. To simultaneously minimize the number

of nodal head constraints required and preclude the need to re-solve

_____

~ -
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CHANGE THE FLOW DISTRIBUTION SO AS

TO INCREASE THE SYSTEM PREFORMANCE

BASED ON CURRENT CCP RESULTS

CCP(Q + 4)> CCP(Q)

NEW FLO DUAL
DISTRIBLTION VARIABLES

(Q+ z) OF
LOOP
CONSTRAINTS

_ _ LINEAR PROGRAM

SOLVE CCP FOR GIVEN FLOW
DISTRIBUTION

Figure 5-11

GENERAL SOLUTION ALGORITHM
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the entire problem the following scheme was developed and incorpo-

rated in the solution algorithm:

1. Include the bare minimum number of nodal constraints for

each loading in the model.

2. Solve the resulting complementary convex program and compute

the heads at all demand nodes on each loading condition.

3. If none of the relaxed nodal constraints are violated, the

set of enforced nodal constraints remains the same.

4. For each loading condition for which nodal constraints are

violated compute the following lists:

a. Relaxed nodal heads that have been violated in order

of decreasing negative slack, i.e., the most violated

constraints first.

b. Enforced nodal heads in order of decreasing positive

slack, i.e., the most satisfied constraints first.

Slack for normal loading conditions is computed as

H.(Z) - HMIN.(Z) and for emergency loading condistions as1 1

H.( ) - z where z is the minimum nodal head for
i}

loading Z.

5. Using the two lists, replace the enforced inactive nodal

constraint with its corresponding violated constraint in

the constraint set until all violated constraints are in
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the set of enforced constraints.

The above scheme has proven especially useful when dealing

with a new system or new loading conditions where critical

nodes are not readily apparent.

5.5.2.3 Initial Flow Distribution

Alperovits and Shamir [46] state that the initial flow dis-

tribution for each loading condition is arbitrary. However, a poor

choice of initial flow distribution for a large problem can waste

considerable computation time reaching a feasible (balanced) let

alone a local optimum solution (see section 6.5.3.3). Thus, it

appeared worthwhile to develop efficient techniques for finding good

distributions for either the MAXWMIN or MINCOST problem.

The author's extensive computational experience has indi-

cated that the proper use of the following tools can significantly

reduce both the total computational and programming effort necessary

to solve the MAXWMIN problem in addition to providing valuable

insight into the distribution system design:

1. Knowledge of the core tree

2. Network balancer

3. Preparatory MINCOST optimizations
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As discussed in section 3.3.5.1, flow tends to concentrate

in the primary links of the core tree. Thus, the initial flow dis-

tribution for the normal loading should place little flow, if any at

all, in the redundant links. This frees the optimization algorithm

ro change the loop flow in the appropriate direction not burdened

with overcoming an initial flow distribution with a large flow con-

centration placed incorrectly in a redundant link.

Even using the above procedure it can take several costly

flow iterations for a large problem to reach a feasible (balanced)

flow distribution using the crude balancing mechanism of the LPG

method. Furthermore, in the meantime the solution algorithm is so

concerned with removing the high penalty costs associated with the

infeasibility that little real progress is made towards reaching

optimality until feasibility is attained. Thus, a network balancer

using the Hardy Cross loop method was incorporated as an integral

part of the solution algorithm. After the initial complementary

convex solution is obtained, using the resulting link design and the

initial flow distribution, the network balancer balances the unbal-

anced loading conditions to within a specified imbalance level. For

the next complementary convex problem the network balancing flow

changes are used instead of the normally computed flow changes. The

.... . ~~~~---- . . . . . .. . --_- --_T - . . . . . ..
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subsequent complementary convex problem is almost always feasible

and the solution algorithm proceeds as usual.

Let us consider the role of the normal loading condition in

Problem P12, the MAXWMIN problem. Although the normal loading con-

dition is not a part of the objective function, ic seems reasonable

to desire to minimize the costs of satisfying the normal loading

condition constraints in order to maximize the portion of the budget

available for system components explicitly designed for emergency

operation such as booster fire pumps. Thus, solving the MINCOST

problem subject to the normal loading condition only should provide

an inherently economical flow distribution. The resulting optimal

normal flow distribution, in turn, can be used as the initial

normal loading flow distribution for the MINCOST problem with

emergency loading conditions added and minimal nodal emergency pres-

sures set at statutory minimum pressures (usually 46 feet) or at

zero feet. Because emergency loading conditions vary so widely, it

is difficult to formulate any definitive rules for selecting their

initial flow distributions. The best rule of thumb is to concen-

trate the flow in the larger primary links where possible and to

pattern the flow distribution after the MINCOST normal loading flow

distribution. Finally, the initial flow distribution from the
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optimal MINCOST solution for both normal and emergency loadings can

be used as the initial flow distribution for the MAXWMIN problem.

Because of the importance of the initial flow distribution,

the solution algorithm has been modified to automatically save the

optimal flow distribution, candidate diameters, and pump cost coef-

ficients that define the optimal solution. This enables the user to

restart the same problem or a number of closely related problems,

e.g., the alternative MINCOST or MAXWMIN formulation, with minimal

effort.

5.5.2.4 Link Candidate Diameters

The selection of the set of initial candidate diameters for

each link, Sk , depends on several factors:

1. Commercial availability

2. Minimum and maximum normal loading hydraulic gradients

(velocity)

3. Minimum link diameters driven by broken link loading

conditions

4. Status of link-existing or new

5. Problem size considerations

6. Initial flow distribution.

-.-
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Depending on the type of pipe (cast iron, PVC, asbestos-

concrete) and its pressure class, only certain pipe diameters are

commercially available. In the United States, for example, cast

iron pipes are generally available in 2" increments starting at 4"

continuing to 20", and in 24" and 30" diameters.

As discussed in section 3.3.4.1, engineering design consid-

erations restrict the range of permissible hydraulic gradients, J

on the normal loading. Excessively high Jk can result in burst

pipes while excessively low gradients result in water stagnation.

Such limits are usually included in statutory regulations in terms

of maximum and minimum flow velocities. The results of the redun-

dant link selection models of Chapter 4 will also provide minimum

pipe diameters for all redundant and certain primary links. For

analysis of capacity expansion of existing systems some of the links

will already exist and Sk will be restricted to a single pipe

diameter.

Theoretically, the set of diameters from which the solution

algorithm could choose at any one time is the complete set of com-

mercially available diameters within the minimum and maximum limits

defined by the above constraints. However, computational consider-

ations preclude this approach. Using a large number of candidate

diameters for each link considerably increases the number of

4r-
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decision variab.,s in the linear program. More importantly, after

each flow change, the flows in each of the diameter segments of each

of the links in all of the flow equations must be updated including

an updating of the basis inverse. Therefore, the initial set of

candidate diameters in Sk has been restricted to from 3-5 diam-

eters. The initial set is chosen based on the initial flow distri-

bution in the links over all loading conditions.

Although the size of Sk during any linear programming

optimization is fixed, the specific diameters in the set may change

if the possibility of an improved solution is indicated. Assume

that Sk = 16,8,0 1 ii the current complementary convex problem,

minimum and maximum commercially available diameters are 6 and

20 inches with no other restrictions on pipe diameter and that

XLkO : L in the current LP solution, i.e., link k has a
k,10 k

single segment of diameter 10 inches. Thus, link k is artific-

ially constrained to a maximum diameter of 10 inches. By letting

Sk = 8,10,12t and re-solving the linear program, the optimal

objective value could improve and, at worst, will remain the same.

Alperovits and Shamir [46] also change S during the solutionk

algorithm but instead of simply shifting the candidate set up or

down the size of Sk is haphazardly reduced as the algorithm pro-

gresses, further limiting the choice of diameters.
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Experience using the solution algorithm to solve the MAXWMIN

problem led to a further restriction in allowing the set Sk  to

change. Because of the numerous, often conflicting flow distribu-

ticns of the various loadings even after a feasible (balanced) solu-

tion was obtained, subsequent flow changes often led to a slightly

infeasible (unbalanced) solution (see section 5.5.2.6). Allowing

candidate link diameters to become larger to achieve balance signif-

icantly reduced the minimum nodal heads on the emergency loadings

since funds were reallocated from the head producing pumps and stor-

age reservoirs to the links. When feasibility was reached (usually

by the next flow change) sets of candidate diameters that had become

larger in an attempt to achieve feasibility had to be reduced. This

erratic behavior greatly impeded progress towards a local optimum.

Thus, once an initial feasible solution had been obtained, the set of

candidate diameters could add larger diameters only if the current

CCP solution is feasible. Implementation of this rule eliminated

this counterproductive behavior and speeded up significantly con-

vergence of the algorithm.

5.5.2.5 Nonlinear Pump Capital Cost

For systems with pumps, the budget is a nonlinear, concave

function, the feasible region for a fixed flow distribution (Qk())

.... ''ii iI|I
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is no longer convex, and a complementary convex program results.

There are several potential techniques for solving this particular

problem including the general techniques of separable programming

and iterative linearization [93] which can guarantee only local

optimal solutions and specialized algorithms developed by Soland

[91] or Hillestad [92] which guarantee a global optimum. The spe-

cialized algorithms involve complicated infinitely [91] or finitely

[92] convergent search procedures. Because the complementary convex

program must be solved numerous times during the solution algorithm

(at a minimum equal to the number of flow changes if Sk remains

constant), the pump capital cost function is only mildly concave

(see Figure 5-7), and the overall solution technique converges at

best to a local optimum, the complex specialized algorithms were

judged not worth the added computational effort. Iterative lineari-

zation was selected instead of separable programming because it

requires no increase in the number of decision variables, the same

level of solution accuracy can be obtained regardless of the value

of the decision variable, and it is considerably simpler to imple-

ment than separable programming.

The iterative linearization algorithm for solving the comple-

mentary convex program is described next [90]. Let F be the feas-

ible region, X the vector of all decision variables (link, pump,

____ ____ ____ ____ ____ ____
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and storage), and g(X) _ BMAX, the concave budget constraint. At

any point Xk F the nonlinear budget constraint is replaced by its

first-order Taylor series approximation

(RX k) = g (Rk) + (R _ X k) 7g (Xk) S BMAX (5-47)

to obtain a convex (linear) program. The next point Xk+l is the

optimal solution of the linear program at X . Avriel [90] demon-

strates that if the initial point OF then each member of the

sequence {Xk} converges to a Kuhn-Tucker point of the complementary

convex program, i.e., a locally optimal solution.

The principal problem with using this approach is that the

local optimum solution may be far from the global optimum. It is

difficult to make any general statements about the convergence char-

acteristics of the complementary convex program resulting from fix-

ing Qk(Z) in the MAXWMIN problem. For fixed flows and link candi-

date diameter sets the MAXWMIN problem was solved for the example

problem for seven widely varying initial pump head values ranging

from .1 to 6 times the optimal values. Each time the algorithm

converged to within 1% of the true cost of each of the two pumps

requiring at most 3 linear programming iterations. The maximum dif-

ference between the highest and lowest objective function values
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was .02 feet. These results combined with the mild concavity of

the capital pump cost function make the selected approach appear

reasonable. However, if desired, one of the specialized global

optimal algorithms [91, 92] may be applied to the MAXWMIN ootimal

solution.

5.5.2.6 Dummy Valves

Although the loop/source constraints are written as strict

equalities in the MAXWMIN problem, additional slack and surplus

variables are required for each of these constraints. Although the

MAXWMIN problem may have a feasible solution, it is possible that

for the current flow distribution Qk(Z) and set of candidate

kkdiameters S k  that the complementary convex program is not feasible,

i.e., not balanced. Thus, for each equality constraint in (5-33)

and (5-34) two slack variables are added. For example, for each

loop constraint we have

t K k [Qk(t)]nXLkj + XVT - XV = 0

k LOOPi() ji Sk (5-48)

where XV. and XV. are the nonnegative slack and surplus variables
i I

respectively. These slack variables correspond to dummy valves that

ci -i I
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provide resistance loss in the proper direction. These slack vari-

ables which are assigned high penalty costs operate somewhat like

artificial variables by forming part of an initial basic solution

and driving the linear program to find a feasible (balanced) solu-

tion. Also, as described in section 5.5.2.4 the current set of

candidate diameters can be adjusted to attain feasibility. Further,

the high penalty cost of a dummy valve in the basis impacts the dual

variables (i) since

: CB B-I  (5-49)

where CB is the vector of basic variable costs and B the

current basis inverse. The dual variables are used to compute the

loop flow changes, thus driving the flow on unbalanced loops in the

feasible direction. Thus, unlike artificial variables, the slack

and surplus variables are allowed to reenter the basis when the

current flow distribution cannot be balanced.

In some cases it may not be possible to eliminate the dummy

valves and find a feasible (balanced) solution. This indicates

that a real valve may be required to properly operate the system pro-

viding the same resistance as the dummy valve.

I I I I
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5.5.2.7 Loop Flow Change Vector

We will discuss how to compute the loop flow change vector

4 = (QINLoOP), where

NLOOP = NLOOP(Z)

Z LN U LE

The loop flow change vector links together successive complementary

convex programs. It should be remembered that the set of loop

changes translates into flow changes on the individual links for

each loading and preserves the initial nodal conservation of flow.

Given the optimal solution to the complementary convex pro-

gram at iteration k and the associated link flow distribution, we

want to find 4k such that the optimal value of the new comple-

mentary convex program increases, i.e., CCP(Qk + tQk) > CCP(Qk).

The direction of change for loop i is found by calculating

G := aQ (5-50)

the positive gradient for loop i = 1, ... , NLOOP where Z is the

objective function. Alperovits and Shamir use the expression I

_____ ________ ___

... ...IT "" " -'" " Z " :
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Gi  d(Qi =(~ (5-5i)

where 9Z h : iT. is the dual variable of loop equation i in

the current optimal CCP and Z / 2(AQi) is the partial derivative

of loop equation i with respect to loop flow changes evaluated at

the current flow distribution. Fixing the length decision variables,

XLkj , the right hand side of the loop equations (5-33) can be

viewed as a function of the flow change on the loop Qi . i.e.,

h = _ I Kkj XLkj [Qk(,)]n

k E LOOPi(Z) j Sk (5-52)

Differentiating with respect to AQi we have

ahh.
(AQ n Kkj XLkj [Qk(z)n

keLOOPi(Z) jCS k  (5-53)

Sn K Kk X Lkj [ Qk (,)]n
I IQk(Z)

k e LOOP.(Z) j ESk (5-54)

__ A

-. - ~
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AH Fk(2'

n Qk )  (5-55)

k E LOOP.( M

Thus, h. / 3(AQi) is nothing more than the same expression found

in the denominator of the Hardy Cross equation for computing loop

flow changes (1-19). The sign of 7 . in the gradient expression,

like the sign of the numerator of equation (1-19), the head imbal-

ance term, determines the loop flow direction (clockwise or counter-

clockwise) needed to improve the objective value.

Quindry, Brill, Liebman, and Robinson [94] correctly note

that Alperovits and Shamir [46] did not include the interaction of

the loop constraints with the other loop, source, and nodal head

constraints in their gradient expression (5-51). Interaction occurs

when another flow constraint on the same loading condition has at

least one link in common with the loop whose gradient is being com-

puted. For example, in the example problem since both loops share

link 4, there is interaction between both loops on each loading

condition. Thus the gradient expression (5-51) becomes

G . h, a z .a_ .
j E C h 3Q )

(5-56)
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where LC. is the set of constraints that have links in common with

the constraint for loop i. The added term is intended to take into

account the impact on other constraints resulting from flow changes

on loop i. Quindry et al. [94] apply the corrected gradient to a

small minimum cost optimization problem solved by Alperovits and

Shamir [46] and obtained an 8% reduction in total cost. The author

duplicated Quindry et al.'s results [94]. However, applying Quindry

et al.'s correction to another small problem in [46], minimum total

costs increased by 7%. Since these results were only for small

problems, computational tests on a realistic size problem were per-

fomed. The formal results, presented in section 6.5.3.3, indicate

that Quindry et al.'s gradient expression offers no advantage and

is somewhat less consistent than Alperovits and Shamir's gradient

expression.

Once the gradient has been computed the magnitude of the

flow change AQi must be determined. Because of the high computa-

tional expense of evaluating the function at different points, i.e.,

changing the constraint matrix and solving the new CCP, a step

length method is used rather than attempting to compute the optimal

step size. Let GMAXk be the absolute value of the maximum loop

gradient and ak the step length at iteration k . Then, the flow

change for loop i at interation k is

_ _ I II A
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S G.k k (5-57)

GMAXK

The step length is fixed at an initial value and reduced by

a constant factor < 1 if the objective value worsens on consecu-

tive complementary convex problems. To reduce the considerable com-

putational effort associated with insignificant loop flow change

quantities only loop flow changes above a certain magnitude 'LQHINk

(proportional to ak ) are implemented in the constraint matrix.

5.5.2.8 Termination Criterion

In the case of the tree distribution system the solution

algorithm terminates when the CCP is solved since no flow changes

are involved. For the looped distribution system termination occurs

k
when a local optimum solution is reached, i.e., when t falls

below a specified value -Ami n (5 GPM), or when the maximum number of

flow iterations is exceeded (MAXFLOIT).

5.5.3 Formal Statement of Solution Algorithm

The following is a formal statement of the solution

algorithm:

I.1
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STEP 1. Initialize

a. Flow iteration k 1

b. Flow distribution 1

c. Candidate diameter set

d. Nodal head constraint set

e. Capital pump cost coefficient

0
f. Step length -

g. Optimal objective value z* :

h. Previous objective value CCP(Q O ) = -

STEP 2. For flow iteration k solve the linear program for CCP(Qk).

STEP 3. Check for convergence of capital pump cost coefficient and

change if necessary.

STEP 4. Check set of candidate diameters and change if necessary.

STEP 5. Check for violation of relaxed nodal head constraints and

change if necessary.

STEP 6. Update constraint matrix if changes made in STEPS 3, 4, or

5 and GO TO STEP 2. Otherwise go to STEP 7.

STEP 7. If CCP(Q k ) > z*, z* CCP( k).
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Ik-l k k-I k k-I

STEP 3. If CCP(Ok) " CCP(Qk), , otherwise t :

k
STEP 9. If a < Z±. or k > MAXFLOIT, SO TO STEP 12.min

STEP 10. Compute loop flow change vector Qk.

STEP 11. Change flows in constraint matrix, i.e.,

k+l = Qk+ Let k = k + 1. GO TO STEP 2.

STEP 12. STOP.

Appendix D presents the user's manual and source listing of

the computer model developed to implement the solution algorithm.

5.5.4 Application to Example Problem

5.5.4.1 Introduction

In this section we apply the solution algorithm for the

lowest level model of the hierarchical system to the detailed design

of the small example distribution system of Figure 5-1. First, to

illustrate the cost of redundant links and to assist in establishing

a cost baseline, the minimum costs of alternative network layouts

for the normal loading condition (Figure 5-2) are computed. Next,

using the normal and fire demand emergency condition (Figure 5-3),

____ ___ ____ ___ ____ ___ __
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the core tree and the fully looped layout are designed over a range

of alternative budget levels. Finally, a broken primary link emer-

gency loading condition (Figure 5-5) is added and the detailed

system design is reaccomplished.

5.5.4.2 Minimum Cost Optimization of Alternative Network Layouts

In section 5.3.1.2 we identified the core tree for the

example distribution system (Figure 5-12) which consists of primary

links 1, 2, 3, 4, 5, 6, and 9 with links 7 and 8 as the redundant

links. Separately adding either redundant link to the core tree

result in a single loop layout (Figures 5-13 and 5-14) while adding

both redundant links gives the fully looped layout (Figure 5-15).

The MINCOST problem was solved for each of the four network

layouts for the normal loading only. In addition to the data in

Figures 5-1 and 5-2, other major parameters common to each optimi-

zation are summarized in Table 5-2. The initial and optimal flow

distribution along with the optimal nodal heads for each of the four

network layouts are illustrated in Figures 5-12 to 5-15. A summary

of the results of each optimization is presented in Table 5-3. The

detailed link design for the core tree and the fully looped layouts

are presented in Tables 5-4 and 5-5, respectively.

____________________
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Table 5-2

EXAMPLE PROBLEM DATA SUMMARY

LINK DATA PUMP DATA

Hazen-Williams Coefficient: 130 No. of Parallel Pumps: 3

No. of Candidate Diameters/Link: 4 Economic Life: 15 yr

Salvage Value Ratio: .1 Salvage Value Ratio: .10

Economic Life: 30 yr Pump-Motor Efficiency: .75

Maintenance Cost: $4/in/mile/yr Electricity Cost: $.04/kw-hr

Utilization Factor: .114

DIAMETER CAPITAL COST/FT Maintenance Cost: S4/hp/yr

6 10.2

8 14.8

10 19.7

12 24.9 STORAGE DATA
14 30.4
16 36.1 Maximum Height: 50 ft
18 42.0 Capital Cost: $2000/ft

20 48.2 Economic Life: 30 yr

OPTIMIZATION PARAMETERS
1

Initial Step Size: a = 25 GPM

Minimum Step Size: = . = 6 GPM

Step Size Reduction Factor: a = .6 NODAL DATA

Ratio of Minimum Flow Change
to Step Size: .2 Minimum Nodal Head: 90 ft

mm mm m • i mm im || mml
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Table 5-4

MINIMUM COST LINK DESIGN CORE TREE LAYOUT

Total
Link No. Length Segment 1 Segment 2

(ft) Diameter Length Diameter Length

1 3000 16 3000

2 2500 8 2500

3 1000 12 470 14 530

4 1500 8 1293 10 207

5 3000 6 3000

6 3500 16 3500

9 100 18 100

i
i
I
i

~ - I
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Table 5-5

MINIMUM COST LINK DESIGN NORMAL LOADING ONLY
FULLY LOOPED LAYOUT

Total
Link No. Length Segment 1 Segment 2

(ft) Diameter Length Diameter Length

1 3000 16 3000

2 2500 6 409 8 2091

3 1000 14 1000

4 1500 8 100 10 1400

5 3000 6 3000

6 3500 14 2728 16 772

7 4500 6 4500

8 5000 6 5000

9 100 18 100

-- V ___ ____ ____



225

The results of Table 5-3 clearly illustrate the conclusions

of Theorem I on the inherent economy of the core tree. Not restricted

by loop balancing requirements, the core tree design is able to

reduce the heads at the extreme demand nodes, 3, 5, and 6, to the

minimum value of 90 feet.

A comparison of the detailed link design for the core tree

and fully looped layout provides some insight into the role of

redundant links. Although the total link costs increased by $6,308

from the core tree to the fully looped layout, the total cost of

the primary links in fact actually decreased by $609. The decrease

in primary link costs resulted from the diversion of flow from the

primary links to the redundant links. This flow diversion allowed

the primary links on the head path to the lowest head nodes to

decrease their diameters, i.e., link 2 for demand node 3 and link 6

for demand node 6. Thus, the addition of redundant links does not

necessarily increase the total link costs by the full cost of the

redundant links.

Each of the minimum cost optimizations assumed that there

are three identical pumps operating in parallel at node 8 each pro-

viding one-third of the total flow rate at the same head lift.

Since the pump capital cost function is also concave in flow rate

for fixed head lift, the cost of a single high flow capacity pump

, . II I I I4
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is less than any equivalent number of smaller flow capacity pumps

operating in parallel. The use of parallel pumps serves to insure

that pump failure will not completely degrade system performance and

provides considerable flexibility in efficiently meeting varying

flow demands. To assess the added cost of parallel pumping Problem

P13 was solved with a single pump for both the core tree and the

fully looped layouts. In both cases the total system costs for the

single pump system were roughly $500 less than that of the multiple

pump system.

5.5.4.3 Performance Optimization of Single Fire Demand Loading

This section examines the results of applying the solution

algorithm to solving the MAXWMIN problem for the fire demand loading

shown in Figure 5-3. Since the formulation for this particular

problem has been discussed in considerable detail in earlier sec-

tions of this chapter, the emphasis will be placed on presentation

and analysis of the results. For comparison purposes, the optimiza-

tion has been performed for both the core tree and the fully looped

network.
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5.5.4.3.1 Budget Level Selection

Although the system can only be designed for a single budget

level, to assist the decisionmaker in making the tradeoff between

cost and system performance it is best to provide performance data

for a range of alternative budget levels. To compute a lower bound

for BMAX the MINCOST problem was solved with minimum normal and

emergency loading demand heads at 90 and 46 feet respectively. The

initial flow distribution used for the normal loading was the optimal

flow distribution from Figure 5-15. The initial emergency loading

flow distribution was derived by adding the additional fire demand

flow to the initial normal flow on the shortest path from the source

node to the fire demand at node 6. The resulting minimum cost for

the core tree layout is $50.,533 and for the fully looped layout

$58,942. Based on these results, the performance optimization for

the core tree layout started at BMAX = $50,000 and for the fully

looped layout at RMAX = $55,000. The upper budget levels were

determined during the course of the optimization procedure which is

described below.

5.5.4.3.2 Optimization Procedure

The following procedure was used to insure continuity of

results over the range of budget levels:

L:
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STEP I. Initialize BMAX.

STEP 2. If budget constraint is loose, STOP. Otherwise, GO TO

STEP 4.

STEP 4. Increment BMAX by $5000. Initialize flow distribution and

set of candidate diameters to values from previous optimal

solution. GO TO STEP 2.

Convergence to a local optimum solution for the fully looped layout

was fairly rapid taking only a few iterations.

5.5.4.3.3 Normal Loading Pressure Reducing Value

In the course of applying the above procedure to the example

problem unexpected but valid results in the behavior of the normal

pumping head led to a small but important change in both the system

configuration and the model formulation. Figure 5-16 shows the heads

provided by the elevated storage, the normal pump, and the standby

pump for various budget levels for the core tree layout. Starting

at BMAX = $50,000 the normal pump's head lift increases in direct

proportion to storage height increases. Storage height increases

are driven by the maximum performance objective function. Rewriting

source equation (5-10) in a slightly different form we have

-L .- I il Ij
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XP,(l) 20 + XS L HF (1) (5-58)
k sPATH1,8  k

Thus, assuming fixed link diameters and flows, increases in the

height of elevated storage results in increased normal pump head

lift. However, the nodal heads under the normal loading condition

are not part of the objective function and need only exceed minimum

levels of 90 feet. Figure 5-17, which shows a breakdown of system

costs with increasing budget level for the same problem, indicates

that link costs are nondecreasing and that total pump costs account

for roughly 60% of the $25,000 increase in budget level. Normal

pumping cost increases, which include expensive energy costs,

account for roughly 80% of the $15,000 increase. The physical

result is that the minimum nodal head on the normal loading condi-

tion at BMAX = $75,000 is almost 120 feet. Similar results were

encountered on the performance optimizations of the fully looped

layout for one and two emergency loading conditions.

As discussed in section 5.5.2.6 unremovable infeasibilities

in the loop or source equations, i.e., nonzero dummy valve variables,

may indicate the need for a real valve in the system. However, in

this case there appears to be a need for a real valve to reduce

the head provided by the elevated storage under the normal loading

- 1~LLIL....

-I u•m
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to allow the normal pump to operate at a lower head but at the same

time allow the extra storage head to be available in case of emer-

gency loading conditions. This was done by setting the penalty

costs of the dummy valves on the normal loading source equation to

zero and adding an upper bound equation to the model on the amount

of resistance, RMAX, that the valve can provide, i.e.,

XPI(1) - XS± I HF (1) + XV - XV =20
k I PATk E PATH12 (5-59)

and

XV + XV < RMAX (5-60)

storage reservoir and XV to a pressure reducing valve at the pump

station. Also, any nodal pressure constraint referencing a source

node with an active valve must include the valve to properly compute

the nodal head. To implement the final system design a pressure

reducing valve with maximum resistance given by the optimal valve

resistance will be placed in the system for use under the normal

loading to allow the system to balance. Figures 5-18 and 5-19 show

the corresponding changes in head values and system costs for the

tree layout resulting from adding the normal valve. Although

7_ _ .7
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normal pumping head increases slightly over the budget range, this

results from the constraint that the head lift of the standby pump

cannot exceed the normal pumping head lift. Thus, to increase the

system performance once the storage has reached its maximum height

requires the normal head lift also to increase at a very high cost.

All subsequent results have normal loading pressure reducing valves

in the system. Because of the large reduction in costs from this

change, the budget increment was reduced to $2,500 and the optimiza-

tion was terminated when the minimum pressure approached normal

minimum requirements of 90 feet.

5.5.4.3.4 Discussion of Results

Figure 5-20 shows the concave cost vs performance tradeoff

curves for both the core tree and fully looped network layouts.

Since the core tree can satisfy normal loading condition require-

ments at minimal cost, it has more funds than the looped layout

available to allocate to maximize performance on the fire demand

emergency loading condition. However, this result does not apply

to the broken link emergency loading conditions. )

Analysis of the performance/cost curves for both layouts

reveals three distinct sections:

., , , u I i
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1. A strictly concave section at low budget levels where small

budget increases result in large performance increases.

2. A linear section in the middle where performance increases

are directly proportional to budget increases.

3. A strictly concave section at the end where performance

increases very slowly with budget.

The first section corresponds to rapid growth in the cost of all

budget components, link, pump, and storage. The increasing system

performance results both from decreasing frictional head loss as

link diameters increase and from increasing external energy from

pumps and storage. For storage elevation the added head is linearly

proportional to the cost. For pump head lift the cost/head lift

relationship is mildly concave. For link k the frictional head

loss HFk  is inversely proportional to the link diameter Dk

1
k m (5-61)

Dk

and its diameter is directly proportional to its cost Ck

I/ 2
:

D (Ck) (5-62)

- - - - - -_ _ _ _ _ _--Wow_

7.7
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Substituting for Dk in (5-61) and differentiating with respect to

Ck , we have

3(AHFk) -m / l )
;C k Z Z2 m/92 +1 (5-63)

k 2 (\ (Ck) 2

which is equal to -3.78/(Ck)4 .78 for the values m 4.87 and

2 1.29 used in the computation. This result indicates that the

rate of reduction in frictional head loss decreases significantly

with the amount, Ck , invested in link k. It explains the sharp

but marginally decreasing performance improvements for small budget

increases above the minimum budget level.

When the marginal return from allocating additional funds to

increasing link diameters decreases sufficiently, the link cost com-

ponent and the link design stabilizes. The budget increment is then

completely allocated to providing increased head from pumps and

storage. Since the storage costs are linear and the pump capital

costs are mildly concave, the performance increase on the second

section of the curve is almost directly proportional to the budget

increment.

The third section of the curve begins when the storage

height reaches its maximum elevation of 50 feet. Further small
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performance increases require a combination of expensive normal pump

head increases and larger diameter links. This results in the final

strictly concave section with rapidly decreasing marginal returns.

5.5.4.4 Performance Optimization of Fire Demand and Broken Link
Loading Conditions

As discussed in Chapter 4, broken link loading conditions

are usually taken into account by solving the set or flow covering

models. However, if failure of a specific primary link could have

a catastrophic impac.t on the system, this loading condition can be

incorporated into the detailed system design. The purpose of this

section is to illustrate the model's capability to handle the

broken link loading condition and multiple emergency loading

conditions.

5.5.4.4.1 Broken Link Loading Condition

The broken link loading condition, failure of primary link 3,

is shown in Figure 5-5. The nodal demands are average daily demands

(1/2 peak hour). It is assumed that all three normal pumps are

operating and that their common head lift on the emergency loading

cannot exceed their head lift on the normal loading. Path con-

straints for this emergency loading are written in the usual manner

1i
• • U |
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except that no constraint for the loading can contain link 3 and

the loop associated with link 3 is deleted.

5.5.4.4.2 Discussion of Results

5.5.4.4.2.1 Equal Weights

Using the same procedure as in section 5.5.4.3, the MAXWMIN

problem was solved for budget levels ranging from $62,500 to $75,000

in $2,500 increments with equal objective function weights assigned

to each loading. The behavior of the total performance/cost curve

in Figure 5-21 displays the same concave pattern previously noted

for fire demand performance alone. However, the individual loading

head curves, although monotonically increasing, do not share the

same pattern. This result is not unexpected since the solution

algorithm must allocate the given budget based on the overall system

performance on all emergency loadings. Figure 5-22 and 5-23 display

the optimal nodal and head distribution for BMAX = $70,000 for the

fire demand and broken link loadings, respectively.

5.5.4.4.2.2 Unequal Weights

Figure 5-24 illustrates the sensitivity of the optimal solu-

tion to changes in emergency loading weighting coefficients for

m0
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BMAX : $70,000. The horizontal axis is the weighting coefficient

for the fire demand loading. The corresponding broken link weight-

ing coefficient is found by subtracting the fire demand weighting

coefficient from 1. The total objective function value for this

particular problem is not especially sensitive to small changes in

the weighting coefficients. As the fire demand loading weighting

coefficient increases the optimal solution reallocates funds from

increasing the diameters of links 2 and 7, which carry the water

flow formerly transported by link 3, to increasing the head on the

standby pump.

5.5.4.4.2.3 System Design Comparison

This section compares the minimum cost core tree layout with

the maximum performance fully-looped system for BMAX = $70,000.

The $24,177 cost difference between the two systems includes $19,776

for links, $2,577 for storage height, and $1,824 for pumping. Of

the added link costs $12,258 was allocated to redundant links. The

height of the storage reservoir increased by 17.7 feet. The $1,824

pumping cost increase was a combination of a $236 decrease in normal

pumping cost and $2,060 for a standby pump capable of providing 33.9

feet of head lift at a flow rate of roughly 2300 GPM. A comparison

of the link designs from both optimizations (Tables 5-4 and 5-6)
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Table 5-6

OPTIMAL PERFORMANCE LINK DESIGN FIRE DEMAND AND
BROKEN LINK LOADINGS, BMAX = $70,000

Total
Link No. Length Segment 1 Segment 2

(ft) Diameter Length Diameter Length

1 3000 16 646 18 2354

2 2500 8 52 10 2448

3 1000 18 162 20 838

4 1500 12 241 14 1259

5 3000 10 98 12 2902

6 3500 16 3500

7 4500 12 4500

8 5000 6 4455 8 545

9 100 18 100

4

'.
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reveals :nat the major increases in link diameter occurred in links

3, 4, and 5, all of which played a significant role in the emergency

loading conditions.

5.5.5 Overall Assessment

The solution algorithm has proven itself effective for solv-

ing the MAXWMIN problem for small distribution system design prob-

lems. Using the step-by-step method for selecting the MAXWMIN

initial flow distributions described in section 5.5.2.3 has been

particularly helpful in accelerating convergence to a local optimum.

The introduction of real valves on the source path for multiple

source systems has allowed a more realistic design of the system.

Nevertheless, the true test of the solution algorithm must be its

ability to design realistic size systems to be treated in Chapter 6.

L ~ .. m - -, . . z L 
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CHAPTER 6

APPLICATION OF METHODOLOGY

6.1 Introduction

Chapters 3, 4, and 5 developed an hierarchical system of

mathematical models for complete design of a water distribution

system. Emphasis was placed on laying a firm theoretical foundation

for the models. Applications of the solution algorithms were limited

to small example problems and principally for illustrative purposes.

However, for the system of models to be truly practical, each model

must be capable of satisfactorily handling the size of problem

encountered during the reconnaissance phase of water distribution

system design (section 2.2). This chapter applies the methodology

developed in the previous chapters to a realistic distribution system

design problem.

Some of the major considerations in successful application

of a mathematical computer model to a real life problem include:

1. There exists real limits on the amount of computer storage

available.

248

- _- __ ._"__ .-__ __........ ... .___ _____'"

* v r! w|



249

2. The confidence that can be placed on the results of the

model is heavily dependent on the accuracy of the input

data.

In the course of applying the hierarchical system of models to a

realistic size distribution system design problem, certain difficul-

ties arise in rigidly applying the theoretical model to the real life

system. These difficulties are principally encountered in the

detailed design phase. The successful resolution of this conflict

between the theoretical model formulation and the practical model

application form an important part of this research.

6.2 Description of System

The design methodology was applied to a real life distribu-

tion system analyzed by Alperovits and Shamir [46]. To reflect the

layout problem encountered by the system designer during the recon-

naissance design phase the final network layout was skeletonized,

i.e., aggregation of smaller nodal demands, and additional potential

lioks were included in the system.

6.2.1 Distribution System Topology

The network of 26 nodes and 51 potential links is shown in

Figure 6-1 including link lengths and nodal elevations in feet.

"II
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Nodes 1-24 are demand nodes, nodes 25 is an elevated storage reser-

voir and node 26 is a pumping station.

6.2.2 Pumps

Because of lack of data on the actual pumping arrangement

for the system [46], the guidelines of Al-layla et al. [26] were

used for the normal system pumping at node 26. Four identical pumps

operating in parallel are used on the normal loading condition. Two

identical standby pumps are available to replace out-of-service

normal pumps. A variable speed pump designed to operate in parallel

with the normal. pumps is available to provide increased fire flow.

Although not necessary to provide the required fire demand flow,

booster fire pumps placed in series with the other pumps at the pump

station at node 26 and in series with the elevated storage reservoir

at node 25 may be required under the fire demand loading condition

to increase pressure at the fire demand node. That is, if in the

optimal solution the head-lift for a specific booster pump is non-

zero, the need for a fire booster pump is indicated. Section 6.2.4

will discuss in detail the relationship between the pumps described

above and the specific loading conditions under which each pump is

designed to operate.

. .. i. .- -. .. . .. .

I
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6.2.3 Elevated Storage Reservoir

The elevated storage reservoir at node 25 has a capacity of

1.68 million gallons necessary to handle normal (peak hour), fire

fighting, and reserve demands. The cost of elevating the storage res-

ervoir is $7000/ft and maximum storage elevation is 50 feet [46].

6.2.4 Loading Conditions

6.2.4.1 Normal

Figure 6-2 shows the normal (peak hour) loading conditions.

6.2.4.2 Emergency

Based on Insurance Service Office [77] and state [65, 67]

and municipal [66] guidelines, two fire demand emergency loading

conditions were selected.

1. Fire demand of 7500 GPM at node 9.

The flow for this demand will be supplied from the nearest source--

the pumping station at node 26. Consistent with fire insurance

guidelines [80], this loading condition assumes that two normal

pumps are out of service and are replaced by the two identical

standby pumps. An additional variable speed pump will be operating

J,
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in parallel with the other 4 pumps providing the additional 7500 GPM

fire demand flow.

2. Fire demand of 3000 GPM at node 22.

The flow for this fire demand will be supplied from the nearest

source--the elevated reservoir at node 25. Because of the remote-

ness of this fire demand and the relatively small normal demand in

this area, two booster pumps--one in series with the elevated stor-

age reservoir and the other in series with the other pumps at the

pumping station--have been added to the network configuration to

allow the system to add additional pressure to the fire demand node.

Consistent with standard practice [80] both of the above

fire demands are assumed to occur simultaneously with the normal

loading condition but not simultaneously with one another.

6.3 Selection of Tree Layout

6.3.1 Introduction

The first level model in the hierarchical system selects the

layout of the minimal cost tree, i.e., the core tree. Applying the

Matrix Tree Theorem for Graphs (section 3.3.1), there are more than

6.5 x 10 1 possible spanning tree layouts making enumeration and

optimization of all possible tree layouts impractical. This section
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applies the shortest path tree and nonlinear minimum cost flow

models to selecting the layout along with the intuitively appealing

minimal spanning tree model. It concludes with a comparison of the

two candidate models.

6.3.2 Shortest Path Tree Model

6.3.2.1 Assignment of Demand Nodes to Sources

To use the shortest path tree model for a multiple source

system we must first assign demand nodes to their primary sources.

Using the normal loading external flows (Figure 6-2) and the link

lengths (Figure 6-1), application of the linear minimum cost flow

problem (Problem P4) assigns demand nodes 1-15 to source node 26 and

demand nodes 16-24 to source node 25.

6.3.2.2 Application of Model

Since the links are assumed to have unlimited flow capaci-

ties, the optimal solution of the minimum cost flow problem of the

previous section transports water from the source to the demand

nodes it supplies along the shortest path between them. Thus, the

links with nonzero flow in the minimum cost flow solution are also

LA
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the links in the shortest path tree for each source which is shown

in Figure 6-3.

To form the core tree for the system we must select a pri-

mary link to connect the separate spanning trees. Although the

choice is somewhat arbitrary, two good candidates are the shortest

link between the two trees, link 33, and the link completing the

shortest path between the two sources, link 28. Althouth link 33

was chosen based on cost considerations, because in a distribution

system with balancing storage water will be flowing from node 26

into the elevated storage reservoir at node 25 du-ing periods of

low demand, link 28 is.a good alternate choice.

6.3.2.3 Minimum Cost Design

Using only a single pump at node 26, the minimum cost for

the shortest path core tree layout (Figure 6-4) was found to be

$134,707 including $95,859 for links, $28,649 for pumping (15.4

feet head lift), and $10,199 for storage (20.0 feet elevation).

Since this system has no reliability in case of link failure, pump

outage, or fire demand in excess of normal demand, its cost repre-

sents a baseline for assessing the cost of increasing system

reliability.
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6.3.3 Nonlinear Minimum Cost Flow Model

6.3.3.1 Application of Model

Mylander's linear programming code LPREVISE [95] was modi-

fied to use the '-method of separable programming to solve the non-

linear minimum cost flow model. The resulting program with 128 rows,

408 structural columns, and 1448 nonzero elements (density 2.11 per-

cent) took 459 linear programming iterations and 284 seconds of CPU

time on the University of Texas CDC 6400/6600 computer system. The

high CPU time is attributable to implementation of the restricted

basis entry criterion. The resulting tree layout is shown in

Figure 6-5.

6.3.3.2 Minimum Cost Design

Again using only a single pump at node 26, the minimum cost

design for the resulting network layout was found. The total cost

of this system is $129,679 including $89,859 for links, $28,787 for

pumping (15.5 feet for head lift), and $11,033 for storage (21.7

feet elevation). The cost reduction of $5,028 from the shortest

path tree layout is principally due to the $6,000 reduction is link

costs which the nonlinear flow model is expressly designed to

minimize.

III



260

Ln C.

II



261

6.3.4 Minimal Spanning Tree Model

The concept behind this intuitively appealing model is to

minimize the sum of link costs by installing a minimum length tree

layout. For our problem the minimal spanning tree layout is shown

in Figure 6-6. The minimum cost for this layout is $156,464 i'iclud-

ing $112,037 for links, $28,775 for pumping (15.5 feet head lift)

and $15,652 for storage (30.8 feet elevation). This is roughly a 20,%

increase in cost over the other two models principally due to the need

to install larger diameter links to accommodate higher link flows and

to elevate the storage reservoir another 10 feet. In addition to

its increased cost, because of the high link flows and extended

structure, the minimal spanning tree is considerably more vulnerable

to primary link failure than the other tree layouts.

6.3.5 Analysis of Results

6.3.5.1 Tree Structure

A comparison of the shortest path tree layout (Figure 6-4)

and the nonlinear minimum cost flow tree layout (Figure 6-5) reveals

similar tree structures especially along the links carrying large

quantities of flow leaving each of the sources, -i.e., links 3, 8,

7, 8, 11, and 14 for node 26 and links 37, 38, and 39 for node 25.

I.
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In other sections the trees complement each other, e.g., links 1 and

4, and 6 and 25. As expected, the shortest path tree shows a ten-

dency to branch directly to demand nodes with slightly more links

leaving well positioned nodes 5 and 17. This branching tendency

leads to less vulnerability in case of primary link failure as evi-

denced by lower link flows on major primary links 11, 14, 19, 37,

and 38.

6.3.5.2 System Cost

In section 5.3.2.6.2 the capital costs of the system were

converted to equivalent uniform annual costs (EUAC) to allow the

capital and operating costs to be combined in a single budget.

Since the operating costs of both tree layouts are almost identical,

it appears more appropriate to directly compare the initial capital

costs of each layout, i.e., the value of the bond issued to finance

the capital costs, to accurately assess the impact of using the

different models. The cost breakdown in Table 6-1 shows a link

capital cost savings of $83,506 and overall capital savings of

$71,809 resulting from the nonlinear flow tree layout. This

result provides a significant counterexample to Bhave's assertion

[49] of the general optimality of the shortest path tree. This

cost reduction can be attributed to the fact that the nonlinear

_ _I i- - . .- ,- .---~... ............ .. ... . k
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minimum cost flow model takes into account not only the link length

but also the link flow distribution, the actual link capital costs,

and the individual link roughness coefficients.

6.3.5.3 Computational Cost

The shortest path tree model took considerably less time to

set up and to solve on the computer than the nonlinear flow model.

This fact is a direct reflection of the relative complexity of the

two models. However, from a practical viewpoint neither model took

an excessive amount of time compared to the other proposed tech-

niques (section 3.3).

6.3.5.4 Overall Assessment

The results of Table 3-2 (section 3.3.4.4) demonstrated that

evaluation of a particular layout's tree path length or nonlinear

flow cost is an accurate measure of the actual cost of the tree

layout. Table 6-2, which presents the shortest path, nonlinear

flow, and minimal spanning trees for the three measures used to

derive them, further confirms the capability of the tree path

length and nonlinear flow cost criteria to discriminate between

economical and expensive core tree layouts.
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Based on the cost reduction achieved by using the nonlinear

minimum cost flow model, the increased computational burden of the

nonlinear minimum cost flow model appears worthwhile. Moreover,

because of the gross simplifications implicit in the shortest path

tree model, the potential for significant cost savings over the

wide range of distribution system design problems from using the

nonlinear minimum cost flow model is considerable.

6.4 Selection of Redundant Links

6.4.1 Introduction

The next level model in our hierarchical system is res )n-

sible for selecting the redundant links to complete the network

layout. This section will apply both the set covering model

(Problem P6) and the flow covering model (Problem P7) to the short-

est path and minimum nonlinear cost tree layouts (Figure 6-4 and

6-5)--the outputs of the first level models. This section will

conclude with a comparison of the candidate models.

6.4.2 Failure Analysis of Tree Layout

For a multiple source system, failure analysis requires two

major steps:

1A

7k
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1. Identification of redundant links capable of covering the

failure of each primary link (section 4.3.3).

2. Identification of primary links on all source-to-source

paths whose diameter may be increased to cover failure of

another primary link on the source-to-source path

(section 4.4.4).

6.4.2.1 Shortest Path Tree Layout

Table 6-3 presents a failure analysis of the shortest path

tree layout. To assist in following this analysis the shortest

path tree with average daily demands and the non-tree (candidate

redundant links) is shown in Figure 6-7. Column 1 of the table is

the failed primary link. Column 2 is the set of demand nodes cut-

off from the primary source by the primary link failure. Column 3

is the set of candidate redundant links capable of covering the

failure of the primary links. These are the nonzero elements in

the primary link covering constraints (equations (4-6) and (4-10)).

Column 4 is the minimum required flow capacity (di) of the redun-

dant and primary links serving the set of nodes disconnected from

their principal source by the primary link failure in the flow

covering model (Problem P7). This quantity is initially set equal

to the average daily flow rate to the disconnected set of nodes,

A
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i.e., 1/2 the normal demand (peak hourly). The minimum flow capa-

city requirements for the primary links on the source-to-source path

(starred in the table) were subsequently reduced by 360 GPM since

the minimum diameter of the links on the source-to-source path in

the MINCOST optimization (section 6.3.2.3) is 6 inches (link 33).

Column 5 is the corresponding minimum link covering requirement (ri)

for the set covering problem (Problem P6). The requirements for

primary links on the source-to-source path are likewise reduced by

1 to reflect the alternate supply source.

Table 6-4 presents a bottleneck link analysis of the primary

links on the source-to-source path: Column 1 is the set of links

on the source-to-source paths which are candidates for diameter

increases. Column 2 is the link's optimal diameter in the shortest

path tree's MINCOST optimization and Column 3 the accompanying

empty flow capacity (10 D ). The entries in columns 4-9 are the

average excess flow capacity for the primary links in column 1

available in case of failure of the primary links in each column

(QMAXk - QR.)
I

(section 4.4.4). The link where the minimum excess capacity is

achieved is the primary bottleneck for the failure of link i

_ _ _ _ .... ;.. . *
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Table 6-4

BOTTLENECK LINK ANALYSIS OF SHORTEST PATH TREE LAYOUT

AVERAGE EXCESS FLOW CAPACITY (GPM)
EMPTY AFTER FAILURE OF PRIMARY LINK NO.

LINK LINK FLOW (EQCAPi)
NO. DIAMETER CAPACITY

(IN) (GPM) 11 14 19 29 37 38

11 28 7840 x x x x 5500 5500

14 16 2560 2560 x x x 895 895

19 10 1000 1000 x x x 510 510

29 8 640 640** 640** 640** x 375** 375**

33 6 360 360* 360* 360* 360* 360* 360*

37 18 3240 1905 1905 1905 1905 x x

38 16 2560 1470 1470 1470 1470** 2560 x

x = Failed link or link on path from disconnected source.

* = Primary bottleneck.

** = Secondary Bottleneck

I

i
I
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(single star) and the minimum excess flow capacity is EQCAP (equa-

tion (4-14)). The secondary bottlenecks are indicated by two stars.

Since link 33 is the primary bottleneck for all link fail-

ures, we will consider incorporating the decision to increase the

minimum link diameter on link 33 from 6 to 8 inches. For links 11,

14, 17, and 18 increasing link 33 to 8 inches gains 280 GPM and for

links 37 and 38, 15 GPM. The cost for this increase is

2 2
z (8 -6 ) L3 3

6.4.2.2 Nonlinear Minimum Cost Flow Tree Layout

The failure analysis for the nonlinear minimum cost flow

tree layout (see Figure 6-8) is similar to the shortest path tree

analysis and is presented in Table 6-5. Likewise, the accompanying

bottleneck analysis is presented in Table 6-6.

6.4.3 Set Covering Model

The search enumeration 0-1 integer programming code RIP30C

(Geoffrion and Nelson [96]) was used to solve both the set covering

and flow covering models. The general procedure was to run RIP30C

until either all possible solutions were enumerated, i.e., an opti-

mal solution was found, or approximately 200 CPU seconds elapsed.

*1 - -
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Table 6-6

BOTTLENECK LINK ANALYSIS OF NONLINEAR MINIMUM
COST FLOW TREE LAYOUT

AVERAGE EXCESS FLOW CAPACITY (GPM)
EMPTY AFTER FAILURE OF PRIMARY LINK NO.

LINK LINK FLOW (EQCAPi)
NO. DIAMETER CAPACITY

(IN) (GPM) 11 14 19 29 37 38

11 30 9000 x x x x 7115 7115

14 18 3240 3240 x x x 1045 1045

19 14 1960 1960 1960 x x 840 840

29 8 640 640** 640** 640** x 375** 375**

33 6 360 360* 3b0* 360* 360* 360* 360*

37 18 3240 1810 1810 1810 1810 x x

38 16 2560 1375 1375 1375 1375** 2560 x

x = Failed link or link on path from disconnected source.

* = Primary bottleneck.

** = Secondary bottleneck.

, k
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Although this procedure did not always guarantee the optimal solu-

tion, in those cases where the time limit was reached, the best
5.

solution was almost always found within the first 20 seconds and

the remainder of the 200 seconds spent eliminating inferior solu-

tions. The above procedure was adopted to avoid the excessive

computational cost of obtaining only a marginally better solution.

6.4.3.2 Results

The results of applying the set covering model (Problem P6)

to the shortest path tree layout is depicted in the full network

layout of Figure 6-9. All links were assumed to have the same mini-

mum diameter of 6 inches. The associated equivalent uniform annual

cost was $13,727.

The results of applying the set covering model to the non-

linear minimum cost flow tree layout is shown in the full network

layout of Figure 6-10. The total equivalent uniform annual cost

was $19,543.

I
I
I

j

I
_ _iI _ _ __i _ _ __t _ )I 2 Z _ " _.. . ... ..



278

10In"

att

9-4



279

CY=

C1 -

z

onn



280

6.4.4 Flow Covering Model

6.4.4.1 Introduction

To apply the flow covering model (Problem P7) an appropri-

ate set of minimum candidate diameters S must be chosen for each
k

link. Since most municipal systems use 6 or 8 inch minimum diame-

ters, these were chosen as the two candidates. Since average daily

flow can vary from 1/2 to 1/4 of normal (peak hour) demand, the

problem was solved separately for minimum flow requirements (d.)

of 1/2, 1/3, and 1/4 normal demand.

6.4.4.2 Results

Figure 6-11 depicts the full network layout resulting from

solving the flow covering problem for the shortest path tree layout

with average daily flow equal to 1/2 normal flow demand. The total

equivalent uniform annual cost for the redundant links is $22,572.

Figures 6-12 and 6-13 show the resulting network for 1/3 and 1/4

normal flow demand which had costs of $19,612 and $14,830,

respectively.

For the nonlinear minimum cost flow core tree the flow

cover for 1/2 normal demand, shown in Figure 6-14, has a cost of

m m • m m m |I I ml uu
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$25,694. The flow covers for 1/3 and 1/4 normal demand (not shown)

have costs of $21,602 and $16,986 respectively.

6.4.5 Analysis of Results

6.4.5.1 Layout Structure

Analysis of the full network layouts reveals a remarkable

stability in the structure of the networks. Solutions obtained

using the set covering model for each tree layout contain with

minor variation the same set of links as the corresponding flow

covering solutions. Also, among the different flow covering solu-

tions for each tree layout the redundant link design remains stable

simply lowering diameters as the flow requirements decrease. This

redundant link design stability suggests that for a given core tree

layout and normal flow distribution there is a natural set of eco-

nomical redundant links that best defend the system from primary

link failure.

6.4.5.2 Computational Cost

Table 6-7 presents a summary of the computational experience

in solving the set and flow covering problems using RIP30C. The

first column under each tree layout is the total CPU time to run the

~<



286

co C

L.AJ = -C

LL.4J C)

-L LO CD C) 0

cc 0 O
-JJ

0 4

Z 4-LJ i

-) 0D co 0C

LLJ
r-. -

CDw

'A~ 0Co. co cc

C -

to L)

I-

(3LL CDJ -J -

1.) . LL.0



287

problem. The second column is the CPU time at which the best feas-

ible solution was found. The third column is the percentage of

feasible solutions enumerated by the algorithm at termination. If

all feasible solutions have been enumerated (100%), we are guaranteed

an optimal solution has been found.

As expected, the set covering problems containing approxi-

mately 20 equations and 25 decision variables were considerably easier

to solve than the flow covering problems with approximately 45 equa-

tions and 50 decision variables. In general, the algorithm finds a

good solution for the flow covering problem very quickly and spends

the majority of its time verifying its optimality. Also, for the

flow covering problem, the lower the minimum flow requirements the

faster the problem is solved.

6.4.5.3 Overall Assessment

Thus, in general the set covering problem (Problem P6) because

of its size is significantly easier to solve computationally than the

flow covering problem (Problem P7). Although it does not provide the

detailed information on the best diameters to install on the redundant

links, its selection of redundant links seems to agree well with the

results of comparable flow covering problems.

__ _ __ _ __ _ __ _ __ _ __ _ __ _ __ _ ___i_ _ __ __i_
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In light of these results it appears that a two-step proce-

dure using both models can be used to reduce the overall computa-

tional burden and also provide detailed design information. The

first step involves solving the set covering problem using all can-

didate redundant links to screen out undesirable links. In the

second step a set of candidate diameters is selected for each of the

optimal redundant links from the first step and the appropriate

reduced flow covering problem is solved for the minimum link diam-

eters. The screening process of the first step significantly reduces

the number of decision variables for the flow covering problem while

still assuring a good set of redundant links from which to select.

Applying the above two-step procedure to the shortest path tree lay-

out problem with flow covering at one-half normal demand resulted in

a total combined CPU time of .7E seconds (.70 for the set covering

problem and .05 for the reduced flow covering model) versus more than

200 CPU seconds using the full flow covering model.

6.5 Detailed System Design

6.5.1 Introduction

The detailed system design was performed for the fully looped

network shown in Figure 6-11. However, before examining the details
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of the design, we will discuss the difficulties encountered in apply-

ing the solution algorithm to a realistic size problem and the steps

taken to make the algorithm practical for its intended application.

Next, we will use the MINCOST optimization problem to assist us in

selecting initial flow distributions and budget levels for the MAXWMIN

optimization problem. Next, we will present the results of computa-

tional tests of Shamir and Alperovits' gradient [463 (Equation 5-51),

Quindry et al.'s [94] (Equation 5-56) gradient with interaction terms,

and the conjugate gradient with Beale restarts [97]. Finally, we will

apply the modified solution algorithm to the MAXWMIN performance prob-

lem, discuss implementation of the resulting design, and discuss

alternative applications of the detailed design model.

6.5.2 Model Modifications

Anticipating time and storage problems associated with solving

a realistic size problem, several changes (most of which have been

discussed in Chapter 5) had already been made to the solution

algorithm.

1. Reduction in the number of candidate diameters in each link

to 3 (at any iteration) (section 5.5.2.4).

_ _!_
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2. Limiting the number of minimum head constraints and exchang-

ing slack constraints for violated constraints (sec-

tion 5.5.2.2).

3. Restricting upward expansion of the set of candidate diam-

eters once a feasible MAXWMIN solution is obtained (sec-

tion 5.5.4.3).

4. Coupling a Hardy Cross network balancer with the initial

optimal flow solution to accelerate reaching an initial

feasible solution (section 5.5.2.3).

5. Installing a compact pointer system to reference links in

pressure equations.

6. Reducing the size of the linear program matrix by incorpor-

ating the positive loop/source dummy values (XVi+ ) as part

of the initial basic feasible solution.

7. Reducing the size of the linear program matrix by allowing

the user to tailor the number of loops in each loading as

necessary.

However, unforeseen problems developed in trying to rigidly apply the

solution algorithm to a realistic size problem. The major difficul-

ties involved were:
I
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1. Excessive time for updating the constraint matrix and re-

solving the linear program due to the large number of loop

cinstraints.

2. Inability to find a feasible (balanced) flow distribution on

all loading conditions and frequent infeasible flow distri-

butions even after feasibility had been achieved.

3. Flow changes frequently resulting in the linear program

itself having no feasible solution, i.e., unable to find a

solution satisfying minimum nodal pressure, constraints.

Unlike an infeasible (unbalanced) flow distribution, this

type of infeasibility automatically terminates the solution

algorithm.

4. Singular or almost singular constraint matrix due to identi-

cal or almost identical flow distribution on the same loop

on different loading conditions.

The first three problems led to a close re-examination of the

model's requirement for simultaneously balancing all loops on all

loading conditions. Unlike conventional network balancing techni-

ques (Hardy-Cross, Newton-Rhapson) where link diameters are fixed and

flow changes are made until the imbalance is within a certain toler-

ance, the solution algorithm attempts to balance all loadings by

Li
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both changing link diameters and loop flow distributions. For a

balanced solution all loops are balanced exactly, i.e., zero toler-

ance. Because of the large penalty associated with any loop imbal-

10
ance (1 x 10 per foot of imbalance), the loop flow changes and

link diameters are extremely responsive to any imbalance. Thus, the

model and solution algorithm place a high priority on balancing the

network, often to the detriment of cost and performance considera-

tions.

For a single loading condition, i.e., known nodal supplies

and demands, and the availability of a sufficiently wide range of

pipe diameters, there is no difficulty in finding a balancing com-

bination of link diameters and flows. However, with multiple load-

ing conditions having considerably different nodal supplies and

demands, the existence of a feasible solution, i.e., all loops on j
all loading conditions balanced, is by no means guaranteed. Further-

more, with multiple conflicting flow distributions a feasible solu-

tion at one flow iteration may not be feasible after the next flow

change due to the combination of a small feasible region and the

solution algorithm's desire to push the flow distribution in the

direction of increasing performance or reducing costs.

What is the significance of the level of imbalance to the

system designer? To properly answer this question we must examine

--• - - 1.
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the meaning of steady state flow and the accuracy of the data pro-

vided to the model. In the course of a day a water distribution

system moves through numerous steady state flow conditions. During

each steady state period, by definition, nodal demands and supplies

must remain the same. Complex transient flow conditions govern the

behavior of the system as it moves from one steady state flow con-

dition to another. Technically, any loop imbalance means that the

system is in a transient state, i.e., the nodal supplies and demands

are changing.

A recent committee report on the status of water distribution

research and applied development needs [54] noted the roughness of

both future water demand estimates and data on link characteristics.

Thus, considering the transiency and uncertainty of steady state

flow conditions and the roughness of the input data, it appeared

reasonable to consider relaxing certain loop constraints to allow the

model to better reflect the accuracy of its input data and to make it

more tractable for realistic size problems.

The following alternative relaxations were each incorporated

into the computer model and tested on the large design problem:

1. Partial relaxation of normal loading condition loop con-

straints using no-penalty dummy valves with an upper bound

___ _
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on the amount of imbalance. After the solution of each CCP,

the Hardy Cross network subroutine balances the relaxed loops

in the normal loading condition.

2. Partial relaxation of the normal loading loop constraints as

in the first alternative but with no balancing of the normal

loop constraints between CCP solutions.

3. Complete relaxation of the normal loading loop constraints.

In all of the above relaxations, all other pressure constraints

(normal and emergency) were strictly enforced. The initial normal

loading flow distribution in all cases was the optimal MINCOST flow

distribution.

Although the first alternative eliminated the difficulties

with infeasible linear programs, the computational burden of updat-

ing all the loop equations persisted. The second alternative pro-

vided a significant reduction in computation burden although like the

first alternative the introduction of no-penalty dummy valves and

constraints on maximum imbalance did increase somewhat the number of

constraints and decision variables. A range of maximum loop imbalance

levels of .1 to 10 feet were tested with 5 feet working best. Since

the loop constraints were relaxed, the normal loading condition nodal

head values computed by the model were not necessarily correct.

m l i i
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However, subsequent to the optimization, the Hardy Cross subroutine

balanced the normal loading loops and the normal nodal pressure

heads were then computed. A survey of several runs with the maximum

normal loop imbalance level set at 5 feet revealed corrected normal

nodal heads witnin .25 feet of their uncorrected values. The third

alternative, complete relaxation of the normal loop constraints,

achieved the greatest reduction in computational burden. However,

the uncorrected head values varied sometimes by a few feet. Perhaps

more important, the real impact of the complete relaxation on the

optimization results in the general case can not be accurately

assessed.

Based on the above testing, the second alternative--partial

relaxation of the normal loop constraints--was implemented into the

solution algorithms. Thus, for each normal loading loop constraint

i , the penalty costs for the dummy valves XVi  and XVi  were

set to zero and a constraint of the form

XV.+ + XV. J MAXIMB (6-1)1 1 -

was added where MAXIMb is the maximum imbalance permited on loop i

Rao et al. [52] in their work on simulation of fire demand

loadings in existing water distribution systems noted that the effects

L
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of a fire demand at a particular node on nodal pressures and flow

distribution were limited to the surrounding nodes and links. Dur-

ing initial work with the fire demand loadings (located at opposite

ends of the distribution system) similar behavior was also encoun-

tered. More specifically, the fire demand loading condition at

node 9 had its principal effect on the nodal pressures and link flows

in loops I-VI (Figure 6-11), while the remainder of the system was

unaffected. Likewise, the fire demand loading condition at node 22

had its principal effect on the nodal pressures and link flows in

loops VII and VIII. This behavior led to the important conclusion

that for a sufficiently large system, the principal focus during an

emergency loading condition could be limited to the section of the

system affected by the condition while the remainder of the system

could be assumed to be operating normally. In our design problem

per standard fire insurance guidelines [80] both fire demands occur

during the period of normal (peak hourly) demand. Thus, for each

emergency loading condition the distribution system was partitioned

to focus on the section of the system affected by the emergency load-

ing condition, i.e., loops I-VI for the fire demand at node 9 and

loops VII and VIII for the fire demand at node 22. The flow distri-

bution on the loops in the remainder of the system is fixed at the

MINCOST optimal normal flow distribution. Taking advantage of this
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aspect of water distribution behavior allows the system designer to

realistically analyze larger distribution systems and more emergency

loading conditions. Furthermore, the matrix singularity noted in

the fourth problem was removed since the emergency loading condition

loops, which were unaffected by the fire demand and needlessly dupli-

cated the corresponding normal loading condition loops, were elimi-

nated.

6.5.3 Minimum Cost Optimization

6.5.3.1 Introduction

This section presents the results of using the MINCOST prob-

lem (Problem P13) to prepare for the MAXWMIN optimization (Prob-

lem P12) and to investigate the effectiveness of alternate formulas

for computing the search direction. A summary of the relevant prob-

lem data for the MINCOST and MAXWMIN optimization is presented in

Table 6-8.

6.5.3.2 Budget Level Selection

To properly assess the cost of adding redundant links to the

shortest path tree layout a MINCOST optimization of the full network

layout (Figure 6-11) with a single pump under the normal loading
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was performed. The total cost of the design was $152,951 with

link costs of $112,423, pump costs of $29,252 and storage costs

$11,276. Comparison of these costs with the minimum cost of the

shortest path tree layout (Table 6-1) reveal a slight increase in

external energy costs of $1,680 and an increase of $16,564 in link

costs. Since as expected, all redundant links are at their minimum

diameters (Figure 6-15), the net change in link costs $16,564 results

from a $22,572 increase in redundant link costs with a $6,008 decrease

in primary link costs. This reduction in primary link costs results

from the diversion of water from the primary to the redundant links

allowing primary link diameters to decrease as noted in sec-

tion 5.6.4.2.

Next, to obtain a lower bound on the cost of the satisfying

emergency loading conditions, the MINCOST problem (Problem P13) was

solved with minimum normal nodal heads of 98 feet and minimum emerg-

ency nodal heads of 0 feet per section 5.4.2. The cost of the result-

ing design was $174,038 including $130,601 for link, $34,292 for

pumps, and $9,145 for elevated storage. Of the $21,087 increase from

the MINCOST normal loading only design, $18,178 were increased link

costs, $5,040 increased pumping costs for added standby and variable

speed pumps at the pump station at node 26, and $2,131 decreased

storage costs. Although total pumping cost increased due to emergency

-I4
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pumping, the total external energy (normal pumps and storage) required

by the system under the normal loading decreased slightly due to the

larger link diameters. Thus, $175,000 was selected as the initial

budget level for the performance optimization.

6.5.3.3 Gradient Testing

To properly compare the search directions generated by

Shamir's [46] negative gradient without interaction, Quindry et al.'s

[94] negative gradient with interaction, and the conjugate gradient

with Beale restarts [97] proposed by the author, the MINCOST opti-

mization problem for the single normal loading condition was solved

using the three different methods starting at ten widely differing

initial flow distributions. Table 6-9 shows the different starting

points referenced to an initial flow distribution with 100 GPM flow

in each redundant link (starting point 1). Since the computation

time required to calculate any of the gradients is insignificant com-

pared to the overall solution time, our main concern was the goodness

of the search direction generated by each gradient. Thus, each prob-

lem was run for 25 flow iterations. Table 6-10 shows the value of

the minimum cost solution for each gradient for each starting point

and the associated CPU time. Of the ten runs, the negative gradient

with interaction was best on 5 runs, the negative gradient without

__ A
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interaction was best on 4 runs, and the conjugate gradient best on

1 run. However, excluding the run where the algorithm was unable to

find a balanced flow distribution, the negative gradient had the low-

est average minimum cost of $154,924 and standard deviation $2,207

compared to $155,509 and $3,688 for the negative gradient with inter-

action and $158,789 and $4,137 for the conjugate gradient. Examin-

ing the interaction term of the gradient, the second term in equa-

tion (5-56), we found that it was usually an order of magnitude less

than the negative gradient without interaction. Thus, there appears

to be little difference between the goodness of the search directions

generated by the negative gradient with or without interaction

except that the negative gradient without interaction appears to be

somewhat more consistent. The conjugate gradient is definitely infer-

ior to the other two gradients. Given the general irregular shape of

the optimal response surface as illustrated in the three-dimensional

Figure 3-2, the failure of more sophisticated techniques to generate

better search directions is not completely unexpected.

An interesting by-product of the gradient testing was the

confirmation of the importance of selecting a good initial flow dis-

tribution. Because of the poor flow distribution, four runs resulted

in an unbalanced flow distribution even after 25 iterations. Also,

the lowest average optimal solution for all gradients occurred

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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starting from the base flow distribution (starting point 1) which has

minimal amounts of flow in each redundant link and the balance in the

core tree links.

6.5.4 Application of Model

The performance optimization was done using the same procedure

as in the example problem of Chapter 5. Starting from the initial

optimal flow distribution of the MINCOST problem with all three load-

ing conditions and a budget level BMAX of $175,000 the budget was in-

cremented in units of $5,000 up to $225,000. At that point the lin-

earity of the performance versus budget curve was evident. In gen-

eral, convergence of the solution algorithm was fairly rapid, gen-

erally taking less than 15 CCP optimizations and 200 seconds CPU time

on the CDC 170/750A. Similar rapid convergence had also occurred for

the small example problem (section 5.5.4). In light of the fact that

the MINCOST solution is a local optimum solution the rapid convergence

of the MAXWMIN problem starting with the optimal MINCOST flow distri-

bution is not surprising.

Figure 6-16 illustrates the system performance versus budget

level for equally weighted emergency loading objective function coef-

ficients. The overall system performance displays concave behavior

for small budget increments becoming linear around BMAX = $195,000.

- ~ _ _ _
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Unlike the example distribution system which had its performance

abruptly limited by a combination of maximum storage height and the

tremendous cost of increasing the normal pumping head, the presence

of the booster fire pumps allows performance on the node 22 fire

demand loading to increase with the budget. However, because of the

extremely high fire demand flow rate for the node 9 fire demand

(7500 GPM fire demand, plus 10,500 GPM normal), no provisions were

made to boost this large 18,000 GPM flow. Further increases in the

performance on the node 9 fire demand loading condition require

costly increases in the normal pumping head lift. Thus, unless the

node 9 loading condition objective function weighting coefficient is

heavily weighted, the solution algorithm will continue to allocate

funds to the less expensive, higher payoff alternative of increasing

pressure at node 22.

Figure 6-17 depicts a breakdown of the three major cost com-

ponents at each budget level. In general, all components increase

steadily until $195,000. At that level, performance increases from

increasing link diameters becomes minimal, link costs stabilize, and

the optimal solution allocates added budget increments almost entirely

to external energy from the booster pumps. Figure 6-18 shows the

external energy added by pumps and elevated storage versus budget

level. The head lift of the normal pump remains constant because of

L
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the high energy cost associated with its head lift. The two fire

demand booster pumps enter the system design as the budget level

increases.

For BMAX = $185,000, the objective function weighting

coefficients were varied from .1 to .9. Figure 6-19 displays the

performance of the system and Table 6-11, the cost breakdown and

added external energy for the selected weighted coefficients. As

the weighting coefficients for the node 9 fire demand is increased

the budget is reallocated from the booster fire demand pumps to

increasing the normal, standby, and variable speed pump head lifts

and the link diameters on the long path to the fire at node 9.

6.5.5 Design Implementation

This section discusses the implementation of the system design

for the optimal solution for BMAX = $195,000 and analyzes the cost

of reliability for this system. Table 6-12 shows the optimal link

design and Table 6-13 summarizes the detail pumping design for the

system.

A comparison of the cost components of the minimum cost short-

est path tree layout with the cost components of the $195,000 fully

looped system provides insight into the cost of increasing system

reliability. The majority of the $60,293 increase, 75.1 percent
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Table 6-12

OPTIMAL LINK DESIGN BMAX $195,000

TOTALLIK L SEGMENT 1 SEGMENT 2LINK LENGTH

NO. (FT) DIAMETER LENGTH DIAMETER LENGTH

1 1650 6 78
3 1535 12 1535
4 2490 6 1423 8 1067
7 2685 20 2685
8 2400 20 2400

10 3480 12 3480
11 1800 28 1800
12 2510 8 582 10 1928
13 60 30 60
14 1260 16 701 18 559
16 2920 10 2355 12 565
17 1695 22 1695
19 1780 6 1093 8 687
23 2500 16 2034 18 466
29 1560 6 1560
33 2510 6 2105 8 405
37 1380 22 1380
38 2500 20 2500
39 5110 8 5066 10 44
40 4710 8 1746 10 2964
41 450 24 450
42 2750 8 2408 10 342
43 2840 14 2840
44 1440 6 1440
50 3510 6 3510
6 1550 6 1550

20 4330 10 119 12 4211
24 3850 12 3850
25 1790 6 1790
27 2510 8 2510
36 5620 6 5620
48 2200 14 2200
51 1800 6 1800

4'" I - __
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($45,253) is due to increases in link costs. Of this $45,253,

49.9 percent ($22,572) can be attributed to installing redundant

links at minimum diameter to handle emergency broken link loading

conditions. The balance ($22,681) is Pssociated with upgrading both

primary and redundant links to handle the expected fire demand emerg-

ency loading conditions. The $15,040 increase in external energy

costs results from an increase of $12,795 in pumping costs and an

increase of $2,245 in storage costs. Of the $12,795 increase in

pumping costs 89.8 percent ($11,653) is due to the cost of emergency

pumping ($2,324 for the two standby pumps, $2,895 for the variable

speed pumps, and $6,434 for the storage fire demand booster pumps.

The balance ($1,142) is principally due to the increased capital cost

of using four smaller flow capacity pumps instead of a single large

flow capacity pump.

The detailed design model provides valuable insight into the

best way to allocate limited funds to handle the expected emergency

fire demand loading conditions. Basically, the optimization results

show that the best way to design reliability into the system is to

initially install oversize links in certain critical parts of the

system. As more funds become available, the installation of booster

pumps at the two sources becomes a good investment. It should be

emphasized that the model will not design the system by itself but

'-I |- Ilia
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is a tool to assist the system designer. The system designer must

apply his engineering judgment to properly select loading conditions,

pumping arrangements, placement of valves, etc., to perform the com-

plete design.

6.5.6 Alternative Model Applications

Because the principal emphasis has been on the design of a

new system, little has been said about the use of the detailed design

model for expansion or replacement of components on existing systems.

To describe the existing parts of the system, which will remain

unchanged, link diameters and storage heights may be fixed and known

capacities placed on existing pumps. The cost of existing components

is set to zero in the budget constraint.

Another application of the detailed design model is to develop

optimal operational responses for emergency loading conditions for a

fully defined system. With elimination of the budget constraints, the

decision variables become the proper operation of existing pumps and

valves in order to maximize system performance. With the large reduc-

tion in decision variables associated with operation of an existing

system, this model could be used in real time control. Using inputs

from field sensors the current flow distribution is easily estimated.

S

__________________________
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The optimal operation of valves and pumps could then be computed to

maximize system performance within existing capabilities.
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CHAPTER 7

RESULTS, CONCLUSIONS, AND RECOMMENDATIONS

FOR FUTURE RESEARCH

7.1 Introduction

The purpose of this chapter is to briefly review the major

results of this research, to summarize the conclusions derived from

these results, and to discuss recommendations for future research.

7.2 Results

This research has produced five major results:

1. Development of a comprehensive methodology for the design

of water distribution systems that explicitly incorporates reliabil-

ity and performance into the design of the system.

2. Development and implementation of two alternative models

to enable the water distribution system designer to rapidly generate

and evaluate alternative low cost network layouts.

3. Development and implementation of two complementary math-

ematical optimization models that enable the water distribution

318
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system designer to incorporate a specific level of broken link per-

formance into the system at minimal cost.

4. Development and implementation of a detailed design model

that enables the water distribution system designer to allocate the

available funds to achieve maximum performance on the expected emer-

gency loading conditions.

7.3 Conclusions

The results of this research represent a significant step

forward in developing an analytical methodology for the design of

reliable water distribution systems. Previous research had almost

wholly concentrated on the less difficult problem of minimizing the

cost of water distribution design for normal system operation. This

research has directly addressed the more difficult problem of how to

best incorporate performance under expected emergency loading condi-

tions within the available budget.

__________________________
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7.4 Recommendations for Future Research

The research areas described below are natural extensions of

the work described in this dissertation:

1. Adaptation of the MAXWMIN detailed design model to analo-

gous distribution systems. Closed conduit distribution systems

transporting gas and solids are good candidates. Especially applic-

able to this model would be the design of hydraulic systems for mili-

tary aircraft. Aircraft operating in a wartime environment are

exposed to unusual stresses that can cause failure of the aircraft

hydraulic system, e.g., loss of pressure, which is critical to main-

taining control of the aircraft.

2. More efficient techniques for solving the multiple

weighted set covering model (Problem P6) of Chapter 4. Because of

the structural similarity between Problem P6, the multiple weighted

set covering problem, and two other 0-1 models for which efficient

solution techniques have been developed, i.e., the weighted set cov-

ering problem and the multiple set covering problem, it appears

worthwhile to investigate modifying these techniques to enable more

efficient solution for larger distribution system application.

3. Developing generally applicable guidelines for setting

the objective function weights w for the MAXWMIN problem. The
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results of the detailed design problems of Chapters 5 and 6 strongly

suggest that the choice of w can significantly affect the result-

ing optimal design. However, because of the lack of data on the

relative frequency of occurrence of various emergency loading condi-

tions, it is difficult to provide detailed guidelines to the system

designer on the appropriate choice of w

4. Development of a hybrid MAXWMIN optimization model that

allows more flexibility in specifying emergency loading conditions.

Instead of assuming that all external flows are fixed, external

flows on emergency loading conditions would become decision vari-

ables which for noncritical nodes would be bounded below and for

critical nodes, e.g., fire demand and source nodes, would be incor-

porated into a hybrid flow/pressure performance objective function.

Such a model would allow tradeoffs between flow and pressure

requirements.



APPENDIX A

HARDY CROSS LOOP METHOD

This appendix describes the Hardy Cross loop balancing method

which was incorporated in the detailed design solution algorithm

described in Chapter 5. A formal statement of the method followed

by an application of the method to a simple two-loop distribution

system is presented. The statement of the method assumes that the

Hazen-Williams frictional head loss equation is used.

Formal Statement of Method

STEP 1. Initialize link flows Qk to satisfy nodal conser-

vation of flow equations (1-8).

STEP 2. Set i , the loop number, equal to 1, and MAXIMB

the maximum loop imbalance, to zero.

STEP 3. Compute the sum of the head losses,

L HF k
k e LOOP.1

322
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taking into account the direction of flow. If

" HFk > MAXIMB

k e LOOP.

Let

MAXIM B k HFk
kc LOOP.

STEP 4. Compute

AHFk

k E LOOP. Qk

STEP 5. Compute the loop flow change,

- Z AHF k

k e LOOP.

A AHFk

k E LOOP. k

STEP 6. Change link flows on loop i , i.e.,

Q Qk + zQi k LOOP.
k__1 k

, -- V . ..
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STEP 7. Let i = i + 1 If i< NLOOP GO TO STEP 3.

STEP 8. If MAXIMB< , the maximum permissible head imbal-

ance, STOP. Otherwise, GO TO STEP 2.

It should be noted that several variations of the original Hardy

Cross method [4] have been introduced to accelerate convergence.

For example, the above algorithm changes the individual link flows

as soon as the loop flow changes (AQi) are generated (STEP 5 and 6)

whereas Cross' original method [4] does not make link flow changes

until all loop flow changes were generated.

Example Application of Method

Figure A-1 shows the example distribution system including

external flows, link lengths, and link diameters. The Hazen-Williams

equation (1-5) with the roughness coefficient equal to 130 was used

to compute frictional head losses. Termination occurred at itera-

tion 11 when MAXIMB< = .5 feet for both loops. Table A-1 and

A-2 summarize the results of applying the method for loops I and II

respectively. Figure A-2 shows the initial and final flow

distributions.

t. il
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APPENDIX B

SEPARABLE PROGRAMMING

This appendix describes the X-method of approximation for

separable programming [55] and its specific application in solving

the nonlinear minimum-cost flow problem for selecting the core tree

links of Chapter 3 (Problem P5).

Separable programming handles optimization problems of the

form:

M

Minimize f X(B-1)
jl

subject to: M

S(x) < 0 (B-2)

jl

i = 1, .. , N

where f. and . are known.
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Separable problems arise frequently in practice, particu-

larly for time dependent optimization. The model also arises when

optimizing over distinct geographical regions.

lIstead of solving the problem directly an appropriate

piecewise-linear approximation is made in order that linear program-

ming can be utilized. In practice, two types of approximations,

called the 5-method and the X-method, are often used. Because the

,-method was used in the research, this appendix will describe its

implementation.

Consider the problem of finding the core tree for Figure

B-i using the formulation of Problem P5.

5 5 5 5Minimize 3000 Q 5 + 2500 Q5 + 1000 Q, + 3500 Q6

5 .5 .5 .5
+ 4500 Q7A + 4500 QB + 5000 Q8A + 500 Q8

subject to:

Q2 + Q3 -Q -450

Q7A - Q2 Q7B = -450

Q4A + Q5A Q3 Q4B - Q5B = -600
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048 + Q7B + Q8A - Q4A Q7A Q - 8B Q-1200

Q5B + Q6A - Q5A - Q6B = 1450

Q6B + Q8B - Q6A - Q3A = -850

Q19 Q2' Q31 Q4A' Q4B' QSAt Q5B Q6A' Q6B' Q7A' Q7B,

QA' Q8B > 0

The problem is formulated with directed arcs to allow direct conver-

sion to a linear programming format. Only single vari-ables are

required for links 1, 2, and 3 since flow entering node 2 must

travel to adjacent nodes and will not return.

To form the approximation problem each nonlinear term in

the objective function is approximated by a piecewise-linear curve

as pictured for f2 (Q2) in Figure B-2. The dashed approximation

curve for each of the fk (Q) is determined by linear approxi-

mation between breakpoints X ik * Three segments have been used to

approximate f2  from its minimum (Q2 = 0) to its maximum value

(Q2 x 4550). The Q2 values of 0, 900, 2500, and 4550 have been
a

selected as breakpoints for f (Q the approximation to f
2 2 h prxiaint f2
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For example, if 900 < Q2 2500, then f2 is given by weighing

the functional values at Q =900 and Q 2500; that is as2 2l

a 75000 + 125000 Xf2 (2) =  50 21 422

where the nonnegative variables X21 and X22 express 2 as a

weighted combination of 900 and 2500; thus,

Q2 =  900 X 21 + 2500 X22

X21 + X22 1 1

For instance, evaluating the approximation at Q = 1600 gives

f2 (1600) = (75000) (-) + (125,000) (-L = 96,825

1600 = 900 9 + (2500) 7

a

The overall approximation curve f2 (Q2 for f2 (Q2) is expressed

as:

a0 + 7500 X + 125000 2
f2 Q2) = 20 421 22

+ 168634 A2 3

_ _ _ iI
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where Q2= 0 X20 + 900 21 + 2500 X22 + 4550 A23

A + ~ +X +A
20 "21 22 23

> 0 j 0, 1, 2, 3
2j

with the provision that the X2j variables satisfy the following

restriction:

ADJACENCY CONDITION: At most two k 2 weights are positive. If2j

two weights are positive, then they are adjacent, i.e., of the

form \2,j and A2,j+ 1  A similar restriction applies to each

approximation.

In a similar manner, piecewise-linear approximations may be

derived for the other 12 nonlinear functions and substituted into

the example nonlinear flow problem resulting in a linear program

in the X.. decision variables. For each nonlinear function

fi (Qi) approximated an equation of the form

ij
j=l

must be added.
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The adjacency conditions on the i, are automatically

satisfied for minimizing a convex or maximizing a concave function.

However in this case, minimizing a concave function, something must

be done to insure that the linear program doesn't select too many

or nonadjacent ,,'s . The simplex method is modified in the follow-

ing manner to insure that the adjacency condition holds.

RESTRICTED BASIS ENTRY RULE:

Use the standard simplex criterion for selecting Xik to

enter the basis but do not introduce a A variable into the basis
ik

unless there is only one X ik variable in the basis and it is of

the form i,k+l i.e., is adjacent to Xik

Using this rule, the optimal solution may contain a non-

basic variable Xik that would ordinarily be introduced into the

basis by the simplex method (since its reduced cost is negative),

but is not introduced because of the restricted-entry criterion.

If the simplex method would choose a variable to enter the basis

that is unacceptable by the restricted basis entry rule, then the

next best variable according to the most negative reduced cost is

chosen instead. However, the solution determined by the restricted

basis entry rule in the general case can be shown to be a local opti-

mum to the approximation problem derived from the original problem

[55].

n
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Once the approximation problem has been solved a better

solution can be obtained by introducing more breakpoints. Usually

more breakpoints will be added near the optimal solution given by

the original approximation.



APPENDIX C

PROPERTIES OF OPTIMAL LINK DESIGN

Alperovits and Shamir [46] state without proof that it can be

shown that in the optimal solution for the MINCOST problem (Problem

P13) that each link will contain at most two segments with their

diameters adjacent on the candidate diameter list for that link.

Quindry, Brill, Liebman, and Robinson [94] by changing link costs in

Alperovits and Shamir's [46] two-loop example problem claim to have

found a counterexample to the adjacency condition. The following

theorem spells out sufficient conditions for which Alperovits and

Shamir's statement is true.

THEOREM II

Given that CLkj is a strictly convex function of diameter

then for Problem P13 the following is true for the local optimal

solution or for any intermediate optimal linear program solution:

I. Each link k will have at most two segments of nonzero

length, i.e., XL*j > 0.

338
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2. The diameters of these two segments are adjacent on the
link's condidate diameter list Sk

PROOF: First let us assume that Problem i13 has a single

loading. Assume that we have the optimal solution to Problem P13

(or any intermediate optimal LP solution) and the associated opti-

mal head losses on each link k for each loading, HF* . Then con-

sider the following subproblem of selecting the segment lengths for

each link in order to minimize total link costs:

PROBLEM P14

NLINK
Minimize CL XL (C-1)

kI kj kj

subject to \' J. XL. =  HF* (C-2)
kj kj k

k =l, ..., NLINK

XLkj L k (C-3)

j ESk

k =1, ...,NLINK

C-., - - . . ...- ,, l . I_ _l u n._,-.,.. ,L. l b
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XL > 0

k:I, ...,LINK

3 E Sk

10.471 (Q*)n
where J*j k and Q* is the optimal link flow.

(HWk) n (Dkj) mk

Problem P14 involves selecting the optimal mix of candidate diame-

ters to obtain the required link head losses. Problem P14 may be

separated into NLINK independent subproblems, one for each link k

as follows:

PROBLEM P15

Minimize ' CLkj XLkj (C-4)

j Sk

subject to J* XLkj HF (C-5)

J E Sk

XLk L k (C-6)

Jj Sk

XLkj > 0 j £Sk
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The optimal objective value for Problem P14 (the sum of the optimal

objective values for the NLINK subproblems of Problem P15) must

equal the link cost component of the optimal solution to Problem

P13, the MINCOST problem.

Consider replacing the ISkI link segments with a

single equivalent link of diameter D* that provides the same fric-
fk

tional loss on link k where D* is a convex combination of the
k

set of candidate diameters, i.e.,

D* C7" 0
k kj kj(C-7)

j Sk

, " - 1 (C-8)

j ESk 

/kA" . 0 j E Sk

If the link with diameter D* is to provide a head loss of AHF*
k k'

then

1

10.471 (Q*)n Lk
k (HWk)n kHF (C-9)

W .. AHF*
k k

:7 7.77
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Dividing the objective function (C-6) and the link length constraint

(C-6) by Lk letting

XL
A kj 

Lk

and replacing constraint (C-5) with (C-7) in Problem P15 results in

the following equivalent problem:

PROBLEM P16

Minimize CL (C-10)
kj Xkj

j Sk

1k

subject to Xkj Dkj (C-11)

j Sk

x". = I(C-12)
kj

k. 0 j FS k

If S is arranged in order of increasing diameter

Dk2 . < then CL < CL < ... < CLkI

b,~k k2 kI 11 kl k2 k | | | g || | | |I ll
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Let Dj I < D D0 as shown in Figure C-1. Each point on thek,j-l k kj
dashed line connecting each pair or discrete candidate diameters is

a convex combination of the two end points. Thus, any pair of can-

didate diameters such that

< <0 < D
k,j = k = kj 2

can generate a feasible solution for Problem P16. However, because

of the strict convexity of the pipe cost function, the chord con-

necting the diameters adjacent to Dk i.e., 0kj_ 1 and Dkj

lies below all other feasible chords and the weights, Xk and
k,j-l

X1 , found by solving equations (C-1l) and (C-12) with all otherk ,j

weights set to zero is optimal for Problem P16.

For multiple loading conditions the diameter of the single

equivalent link for loading Z would be

1
O0,471[Q* ] Lk m

D[ (n) k (C-13)

(HWk)n AHF*(Z)

The equivalent diameter for link k must be identical for all load-

ing conditions or the weighting coefficients in Problem P16 would be
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a function of loading condition and the objective function would not

apply. Q.E.D.

If the pipe cost function were strictly proportional to

diameter, i.e., convex but not strictly convex, there would be alter-

nate optimal solutions generated by all pairs of candidate diameters

such that

D < D < Dk
k,j 1  = k = k,j 2

Also, if the pipe cost function were concave, which might occur if

different types of pipes are required for different diameter sizes,

restricted basis entry rules (see Appendix B) would be required for

the optimum solution to satisfy the results of Theorem 11. Although

Problem P13, the MINCOST problem, is used in the theorem, it is

clear that the result is equally applicable for Problem P12, the

MAXWMIN problem.

Application to Continuous Diameter Solutions

As noted in Chapter 1, several minimum cost optimization

models ([30], [33], [35], [40], [43], [44], [45], [48]) make the

link diameter a continuous decision variable. Lam [39] and Alpero-

vits and Shamir [46] correctly note that because of the requirement

LA-
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to round optimal continuous pipe diameters to the nearest commerci-

ally available size the value of the minimum cost solution will most

likely increase and the rounded solution may not even be feasible.

Watanatada [40] used a trial and error method to round the diameters.

One possible way of solving the rounding problem would be to formu-

late an unconstrained integer programming problem where the decision

variables would be the set of discrete diameters and the objective

function would contain the costs plus the sum of the infeasibilities

weighted by a penalty factor. However, it appears that this

approach may be worse than the original minimum cost problem.

From a practical standpoint an optimal continuous diameter

solution is not even feasible since links are only available in dis-

crete sizes. Furthermore, with continuous diameters, the link costs

are underestimated anyway. Relaxing the unrealistic requirement to

have a single diameter per link, we can use Problem P14 or equiva-

lently Problem P16 to find the optimal link diameter mix given Q*
k

and AHF* or equivalently D* and let S be the set of all com-k k k
mercially available diameters.

Especially for multiple loading conditions, for the set of

commercially available pipe diameter- Problem P14 or equivalently

Problem P16 may not have a feasible solution. For NLOAD loading

conditions we can use the following quadratic programming problem:

A
l -
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PROBLEM P17

NLINK
Minimize- V CLkj XL kj +

k -ZS kj kk= 1 iaSk

NLOAD NLINK 2

PENk * k j XLkj - AHFk (Z) (C-14)

I.= k =1 j S k

subject to

S XL kj L Lk  (C-15)

j Sk

k =1, ... ,NLINK

XL kj> 0

k=1 ... , NLINK

j Sk ck

where PEN is a positive penalty function weight and

-t ---- -. - - - - -
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j 10.471 (Q k W r)n

J kj . (HW k ) (Dkj )k mj

Problem P17 is also separable giving us for each link k the fol-

lowing problem:

PROBLEM P18

Minimize S CLQ XL k -

J*Sk

NLOAD

Z PENKk Z Jkj Z XL - AHF k (Z) (C-16)

SSk

subject to

XL = Lk  (C-17)

kj kkJ Sk

k=l, ...,NLINK

XLk >0

kii
j E S

____ ___ ___ ___ ____ ___ ___ ___ ____ ___ ___ __k

~ -, It
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Problem P18 is analogous to a constrained regression problem and may

be solved by a variety of solution algorithms for quadratic programs

[55].

L



APPENDIX D

USER'S MANUAL/SOURCE PROGRAM LISTING

Introduction

The detailed design computer program was written in FORTRAN

and implemented on the University of Texas CDC 6400/6600 computer

system. The existing program requires approximately 220K words of

memory. This appendix contains a user's manual for the program, which

includes a general program description, a detailed description of the

program input, and the actual input and output for a simple problem,

and a listing of the source program.

User's Manual

General Program Description

The computer program for the detailed design model consists

of a single main program and 11 subroutines. The program is cen-

tralized about the controlling main program WATOP. Figure D-l depicts

the normal program flow assuming that no changes are made in the

candidate diameter set Sk or the capital pump cost coefficients

350
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and that the prcblem is solved in a single iteration. The following

is a description of the functions of the main program and each of

the subroutines:

WATOP--the main program which is totally responsible for centralized

program control.

1ATGEN--the subroutine responsible for reading and echoing back the

input data and generating the linear programming matrix.

LP--the subroutine responsible for solving the linear program using

the primal simplex method with the standard full tableau.

HCOMP--the subroutine responsible for computing the nodal heads on

each of the loadings. If a nodal head constraint is vio-

lated, HCOMP calls subroutine TRADE to exchange the violated

(relaxed) head constraint for a slack (enforced) head con-

straint in the constraint matrix.

TRADE--the subroutine responsible for exchanging a violated (relaxed)

head constraint for a slack (enforced) head constraint in

the constraint matrix.

PUMCHK--thesubroutine responsible for checking for convergence of

the capital pump cost coefficients. If the convergence

criteria are not satisfied, the coefficients of the pump

capital cost in the constraint matrix are adjusted.



I

353

DIANCHK--the subroutine responsible for checking the diameters used

in the current linear program optimal solution and, if

necessary, adjusting the set of link candidate diameters

and changing the constraint matrix.

FGRAD--the subroutine responsible for computing the loop flow change

vector.

FLOSEL--the subroutine responsible for balancing each loading

condition using the Hardy Cross method.

FLOCHG--the subroutine responsible for implementing in the con-

straint matrix the loop flow change vectors generated by

FGRAD and FLOSEL.

LPFORM--the subroutine responsible for placing the linear program-

ming matrix back into standard form after changes by TRADE,

PUMCHK, DIAMCHK and FLOCHG.

REPORT--the subroutine responsible for output of the optimal design

solution and other summary program data.

Description of Input

This section presents a line by line description of the input

data. The structure of the input data for the first II lines of

input, presented below, remains constant regardless of the topology

of the distribution system.

- I• m i _ __ _
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LINE NUMBERS: 1-2

FORMAT: 20A4, /20A4

VARIABLES: (C (i), i 1 1, 40)

VARIABLE DEFINITIONS: These input lines are used to identify the

particular problem solved. The array C is a dummy array

subsequently used for the cost vector.

LINE NUMBER: 3

FORMAT: 1615

VARIABLES: MINCOST, MAXWMIN

VARIABLE DEFINITIONS:

MINCOST--set equal to 1 to solve minimum cost optimization problem

(MINCOST) and 0 otherwise.

MAXWMIN--set equal to 1 to solve maximize sum of minimum weighted

emergency loading heads (MAXWMIN) and 0 otherwise.

LINE NUMBER: 4

FORMAT: 1615

VARIABLES: MCRASH, IMAT, IFLODIS

VARIABLE DEFINITIONS:

MCRASH--set equal to 1 to restart problem from optimal flow distri-

bution, candidate diameter set, and pump capital cost coef-

ficient of previous optimal solution and 0 otherwise. This

data has been stored on output file 8 from the previous run.

ci - - -- _ __
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IMAT--set equal to 1 to print nonzero elements in constraint matrix,

and all objective function and right hand side elements and

0 otherwise. This is a debugging option and the program

terminates following return from subroutine MATGEN.

IFLODIS--set equal to 2 to balance the loading flow distribution

after every flow iteration, set equal to 3 to balance flow

distribution after first flow iteration only, and set equal

to 0 otherwise.

LINE NUMBER: 5

FORMAT: 1615

VARIABLES: INTER, ICG

VARIABLE DEFINITIONS:

INTER--set equal to 1 to compute loop flow change vector using inter-

action with other pressure equations and 0 otherwise.

ICG--set equal to 1 to compute loop flow change vector using conju-

gate gradient with Beale restarts.

LINE NUMBER: 6

FORMAT: 1615

VARIABLES: NS, NJ, IDMIN, IDMAX, NEXCAV, NQ, NEMERG,

NPUMP, NVL, NST, NCLASS, NSOURCE

VARIABLE DEFINITIONS:

NS--the total number of links.

£
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NJ--the total number of nodes.

IDMIN--the minimum commercially available pipe diameter in inches.

IDMAX--the maximum commercially available pipe diameter in inches.

NEXCAV--the number of links with abcve average excavation costs.

NQ--the total number of loading conditions both normal and emergency.

NEMERG--the number of emergency loading conditions.

NPUMP--the number of pumps.

NVL--the number of real valves.

NST--the number of elevated storage reservoirs.

NCLASS--the number of different classes of pipe of a single diameter.

NSOURCE--the number of source nodes.

LINE NUMBER: 7

FORMAT: 15, 1OF5.0

VARIABLES: NPDIAM, DPSPACE

VARIABLE DEFINITIONS:

NPDIAM--the number of candidate diameters per link

DPSPACE--the number of inches between adjacent candidate diameters.

LINE NUMBER: 8

FORMAT: F1O.O, F5.0, 15, 2F5.0

VARIABLES: BMAX, IRATE, NYPIPE, SVPIPE, PIPEM
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VARIABLE DEFINITIONS:

BMAX--the maximum budget level in dollars.

IRATE--the interest rate used in calculating equivalent uniform

annual costs.

NYPIPE--the number of years used in computing the equivalent uniform

annual costs for pipes and storage.

SVPIPE--the salvage value ratio for pipes.

PIPErI--the yearly maintenance cost for pipes in dollars/inch of

diameter/mile of pipe.

LINE NUMBER: 9

FORMAT: 16F5.0

VARIABLES: (WL(j), j NQ-NEMERG + 1, NQ)

VARIABLE DEFINITIONS:

WL(j)--the weight assigned to each emergency loading condition j

It is assumed that all normal loading conditions are placed

before any emergency loading conditions. This line is

deleted for a MINCOST optimization.

LINE NUMBER: 10

FORMAT: 15, 1OF5.O

VARIABLES: MXHCIT, HDEVMX, LIMBAL, SIMBAL

-L_ _ _ _ _
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VARIABLE DEFINITIONS:

MXHCIT--the maximum number of Hardy Cross iterations for balancing

in the subroutine FLOSEL.

HDEVMX--the maximum head imbalance allowed for convergence of the

Hardy Cross method in feet.

LIMBAL--the maximum loop imbalance allowed on a relaxed loop

equation in feet.

SIMBAL--the maximum resistance of a valve placed between two

sources.

LINE NUMBER: 11

FORMAT: 15, 1OF5.0

VARIABLES: NYPUMP, SVPUMP, PUMPEFF, POWCOST, PCDIFF

VARIABLE DEFINITIONS:

NYPUMP--the number of years used in computing the equivalent uniform

annual costs for pumps.

SVPUMP--the salvage value ratio for pumps.

PUMPEFF--the standard combined pump-motor efficiency. Individual

pump-motor efficiency can be specified in subsequent input.

POWCOST--the cost per kilowatt hour of electricity in dollars.

PCOIFF--the maximum ratio difference between estimated and actual

pump capital costs. This is the convergence criterion for

the iterative linearization of the capital pump costs.
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Henceforth, the specific line numbers are dependent on the system

configuration. Input line numbers will be identified by their order

within each class of data.

Individual Pump Data

For each pump k four input lines are necessary.

LINE NUMBER: 1

FORMAT: 215, 2F5.0, 15, 3F5.0

VARIABLES: k, PML(k), HPMIN(k), HPMAX(k), LPUCRIT(k),

PPUMP(k), HSTART(k), PUMPF(k)

VARIABLE DEFINITIONS:

k--the pump number.

PML(k)--the link on which pump k is located.

HPMIN(k)--the minimum horsepower of pump k

HPMAX(k)--the maximum horsepower of pump k If HPMAX(k) is greater

that 9000, there is no limit on pump horsepower.

LPUCRIT(k)--the critical loading for pump k

PPUMP(k)--the number of identical parallel pumps which pump k is

composed of.

HSTART(k)--the initial estimated head for pump k on its critical

loading.

PUMPF(k)--the combined pump-motor efficiency for pump k
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LINE NUMBER: 2

FORMAT: 10 (15, F5.0)

VARIABLES: ((PCOM(k,j), LPCON(k,j)), j : 1, ... NQ)

VARIABLE DEFINITIONS: These two input variables are used to define

upper bound constraints on pump head lift between the same

pump on different loadings or between different pumps on the

same or different loadings.

PCON(k,j)--the number of the pump which pump k's head lift on

loading j cannot exceed.

LPCON(k,j)--the particular loading of pump PCON(k,j) which pump k's

head lift on loading j cannot exceed.

LINE NUMBER: 3

FORMAT: 10 (15, F5.0)

VARIABLES: ((LPUMP(k,j), QPUMP(k,j), j = 1, NQ)

VARIABLE DEFINITIONS:

LPUMP(k,j)--set equal to the number assigned to pump k on loading

j if pump k is operating and to 0 otherwise.

QPUMP(k,j)--the proportion of the flow on the link PML(k) which

pump k on loading j handles.

r _________________
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LINE NUMBER: 4

FORMAT: 8F10.O

VARIABLES: (PUMPHR(k,j), j : , ... , NQ)

VARIABLES DEFINITIONS:

PUMPHR(k,j)--the number of hours that pump k operates on loading

j per year.

Optimization Parameters

LINE NUMBER: 1

FOR AT: 4F5.0, 215

VARIABLES: PSCALE, ALPHA, DQMAX, QRATIO, MXFLOIT,

MXLPIT

VARIABLE DEFINITIONS:

PSCALE--a factor used to scale the pressure constraints to reduce

the condition number of the constraint matrix.

ALPHA--the initial ster length for the flow change vector (GPM).

DQMAX--the optimization terminates when the current step length is

less than DQMAX. (GPM)

QRATIO--the proportion of reduction in the step length if the objec-

tive value worsens from the previous flow iteration.

MXFLOIT--the maximum number of flow iterations allowed.

f- _. . ..
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MXLPIT--the maximum number of linear programming iterations for

each flow iteration.

Storage Data

LINE NUMBER: I

FORMAT: 8FlO.O

VARIABLES: ((STCOST(k), STMAX(k), k 1 l, ... , NST)

VARIABLE DEFINITIONS:

STCOST(k)--the cost per foot for elevation of storage reservoir k

(dollars).

STMAX(k)--the maximum elevation to be added to storage reservoir k

(feet).

Source Data

LINE NUMBER: 1

FORMAT: 1615

VARIABLES: ((SOURCE(j), j 1, .... NSOURCE)

VARIABLE DEFINITIONS:

SOURCE(j)--the node number of source j

' " _ _ ____ _____ I__ |
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Node Data

For each node i = , ..... NJ two input lines are

necessary.

LINE NUMBER:

FORMAT: JX, 15, EX, F7.1, lO(2X, F5.3)

VARIABLES: i, ELV(i), (B(i,j), j 1, ... NQ)

VARIABLE DEFINITIONS:

i--the node number.

ELV(i)--the elevation of node i (feet).

B(i,j)--the external flow on node i on loading j

LINE NUMBER: 2

FORMAT: 15X, 6FlO.O

VARIABLES: (PR(i,j), j = , .... NQ)

VARIABLE DEFINITIONS:

PR(i,j)--the minimum head at node i under loading j

Link Data

For each link i = 1,..., NS two input lines are

necessary.

- - I - -- - _ _ _ _ _ _ _ _ _ _ _
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LINE NUMBER: I

FORMAT: 15, 2FI0.O, 315

VARIABLES: PIPE(i), AL(i), HW(i), IDN(i), IDX(i),

ICLASS(i)

PIPE(i)--the link number of the i-th link. Unlike nodes, links

do not have to be numbered consecutively.

AL(i)--the length of the i-th link (feet).

HW(i)--the Hazen-Williams roughness coefficient of the i-th link.

IDN(i)--the initial minimum diameter (inches) in the candidate diam-

eter set for the i-th link. If IDN(i) is negative, it is

also the minimum allowable diameter on the 1-th link.

IDX(i)--the initial maximum diameter (inches) in the candidate diam-

eter set for the i-th link. If IDX(i) is negative, it is

also the maximum allowable diameter on the i-th link.

ICLASS(i)--the pressure class number for the i-th link.

LINE NUMBER: 2

FORMAT: 15X, 6F10.O

VARIABLES: (Q(i,j), j : , ... , NS)

VARIABLE DEFINITIONS:

Q(ij)--the initial flow on the i-th link under loading j

*1 - . -- p_
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Pressure Constraints

For each loading condition j an input line is required.

LINE NUMBER: 1

FORMAT: 1615

VARIABLES: NQHEQ(j), NQSEQ(j), NQLEQ(j)

VARIABLE DEFINITIONS:

NQHEQ(j)--the number of nodal demand pressure constraints on load-

ing j .

NQSEQ(j)--the number of source constraints on loading j

NQLEQ(j)--the number of loop constraints on loading j

For each pressure constraint a maximum of 5 input lines may be

required.

LINE NUMBER: 1

FORMAT: 1615

VARIABLES: ITYP, IDUP, NSTAR, NFINIS, NLOA, IPM, ISS

VARIABLE DEFINITIONS:

ITYP--set equal to 1 for nodal head constraint, to 2 for source con-

straint, and to 3 for loop constraint. If set equal to -1,

the nodal constraint is not included in the initial set of

constraints but may be exchanged. If set equal to -2 or -3,
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the source or loop constraint is relaxed. If set equal to

99999, this is end of data set.

IDUP--set equal to 0 if the set of links in the pressure constraint

is not duplicated in a previous loading. For a nodal con-

straint that is duplicated in a previous loading, set IDUP

to the loading number in which the constraint is duplicated.

For a duplicate source or loop constraint, set IDUP to the

source or loop number which has been duplicated when count-

ing all original loop constraints consecutively. The use of

IDUP is not mandatory but can save considerable storage for

large problems.

NSTAR--the starting node for the pressure constaint. For nodal and

source constraints NSTAR must be a source node. For loop

constraints it can be any node in the loop. In this case

it is used for identification purposes only.

NFINIS--the finishing node for the pressure constraint. For nodal

constraints NFINIS must be a demand node. For source con-

straints it must be a source node. For loop constraints

NFINIS a NSTAR.

NLOA--the loading condition number.

IPM--the number of pumps in the constraint. I
ISS--the number of elevated storage reservoirs in the constraint.

. ... ... . ' - I Jk l l I • I I 4
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LINE NUMBER: 2

FORMAT: 1615

VARIABLES: N

VARIABLE DEFINITIONS:

N--the number of links in the pressure constraint.

LINE NUMBER: 3

FORNAT: 1615

VARIABLES: (NO(j), j : LPTR + 1, .... LPTR + N)

VARIABLE DEFINITIONS:

NO(j)--the links in the pressure equation. Both lines 2 and 3 are

deleted for duplicate constraints.

LINE NUMBER: 4

FORMAT: 1615

VARIABLES: (IPN(i,j), j : 1, ... I IPM)

VARIABLE DEFINITIONS:

IPN(i,j)--the list of pumps in the i-th pressure constraint. This

line is deleted if IPM equals 0.

LINE NUMBER: 5

FORMAT: 1615

VARIABLES: (ISTOR(i,j), j 1, ... , ISS)

- " -- - -- _ a~iHi l I ! ii Il
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VARIABLE DEFINITIONS:

ISTOR(i,j)--the list of elevated storage reservoirs in the i-th

pressure constraint. This line is deleted if ISS equals 0.

Example Problem

The example problem is taken from section 5.5. The topol-

ogy of the distribution system is shown in Figure D-2. The initial

flow distribution for the normal and fire demand emergency loading

conditions are shown in Figures D-3 and D-4 respectively. The input

data for the problem is shown in Exhibit D-1 and the resulting

optimal detailed design output data is shown in Exhibit D-2.

Computer Program Source Listing

The source listing of the program is as shown in Exhibit D-3.

_ , | | | m
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EXHIBIT D-1
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EXHIBIT D-1 (Continued)
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EXHIBIT D-1 (Continued)

3 0 ' 0

0. 0. , .

I

'Ii I



375

Is 0 =1 I I I I * I I I

IIj I of -I I II I

C -C it 49 If 9 I

a I- to La to I' I z I p

f. to I L 9o o 9 9

r. 0. n. 311 1 = I 9 9 I

it 1 6 I I 9 9 I

u,*9 I I v) I u 9 I9

x 12 0, z 1 I I 9 9 e

Lo .0 w..- w w I 1 99 9 9

of. ItC ' I f- 9 o LU w~ 91, I I

11 I w Z I I I 1 7, . -9 I I I
I (I 1 x 9~ EI I 0l

to Z- 9 9 - Z IU' 9r 1 0 19 Z O
1*9~~ 299 4 90

- ~~ ~~ II 4 - 1 Z Z -I I -



376

I z zz

CL a. 1.2.

a .1 1 0 C

I~~~ C C r- a

t I CL c m0 Q.1 c
C I 0

I (r I a -

0 Q 2 2 4 0

z u 2 Z Z IM0
I I I 114. J ~ ~ J 0- ~ 3

I I I CO (F

S I > I 1 I.. I ICL

- * I I II I II IC 3 ~ C.C C ~ -- I



377

t -

-. . .. .. .. . -.

. A.....

- c d t-C

ccc cl mcoma..mcc ocecc mmc



378

7 J

:''. 7 77 7 7 7 "" " "y -: -

x z

SzzlIZ E

a., p U;

.. . A 1- f- - z--. -= --

tec tot P 2. • • ! • . . • . . N.

C - I--.. .. .-. . . .. .. . .... ... ..... ... L A ... . . .. .. _ ... . .... .. .. ... ... ..



379

4. . 4- .

-4 4 .

-Ae -. "

_ _ .;.. .4 ;4 .. .. 4 0., -

= - -- 0 41 , 1" . .....

.'I *-...O - . 2 - , '40 4. 30 ,

III I I I | =



380

0z -

'l- ttl.o' t 07

44 0.

OW .0 00 .1

-2 c 0 44 .4*%.l

- 41 4 22 3 4 . 1

z z .

C C40J

41 a.4 - 4

40 *. Cc X,

40 2 .. 2



381

* I 3 1 '4

- 3 2 -

30 -

2. 0' . .
- ,' = . 2

A

~3 - - 02
C . - A

A41d@''S . 4 4 --
--. -- 3 .4 - - -

A 41 = A
o '4Aemc

I - 4
311 -- 2 2

2-. 3. 2.
-~ 3.- re cc'~ '

C CO ~e. e
4 -- S --
- NI'.'.N - AC ''.'4 -

NC *'4?I~A.

A C A c3CAz~
z A cSa'.at1127:1 i ~ ! !- *

A I- - -N22
I a a

sqs I. 324122
A 0

'S 93 A 3. 2 2.

- t

cc - cc cc., I 3.
* a -. -2.

* I 4~~~9J*N* 3I~ *~C * - 0322
4t ~ 3.3 Ac Jew U 4 32

A *N4 4
4- 4 4 I

'425:4
I *2'1.Z

'a rt...a C II
41.. I C 123CL4tI.

-- @fl .3 ~ -'4 3A-
-- 4. 02.-c-Is- 3. h'. NA.1 CA

* *2't -C.-..." ..
24 24c

10413' 33 -, A0 1:410410
*~ ....A 2. - IWO OISCI.

1*tUU - 4 - I .* St
CA St 03. 2 t2 35 C c A

I-- Ut 2. - - u.s *. 2.
A' C 4410 2 2 - 432 ~N .314154103 9
C C -- ICA~ 0' cc ' C - - C ccc
C c -~ IcdatJ ~01..... 23.A C p - a..3.ID .400 -
p 3 -3.21 4 '3 -c ~c I C - t so -c

7 23. ~ - ed- Las * * 3±1 - N-

*e2. =a**~.4 1414 ~ I C C ~ I A

*. ..11- ~ - II I 41 4- - s4 3* 4

-- i± .. o. jj .3:..--------.-~:z±. - to--
IX 22122.4 a W aS 22 22ttt1..1~ .U

_____________ I



382

- 3

o=t3 -

33 e

-4004-43 -"

• . ,- .. .

EON A 004

*. ,5 -,, 74..D.A .. . . .. .. , * ,= .' • • ,' . • .
- -- .. . , - , , ,

- - - '.,-. -i l (;" - .
A I 01 71

-: i-m m7mm3m Ca • mllmR*0 •laflm f Cm



383

I3 1 -

--

44

- 4 -
it 4 :4 -O 0 4 Z
- 4. -:

4 '' £* . 4a 4 - a 4

4 4
4 0040? -

- a -: 4...- - 4. 404 A

..3 4 I
it .d 3M44.. 44 s A4 - 4 44.-e .~ -. z -t- - a 4 44 4. -- 4. 30 4 -

A 44. - 4 4. 4. 0 444 4.1
4. - 4 0 -'- - - 0 444 4 44 , 4~4 4 A.. 40 0 4
C -,

- 40 . -*
4. - - -C *0000 

4
'0.-0s - -, 4 4044 - -- ~ 4. 0 4. 40too 4,.a.t.O~11

0
0 2 - 4~t0.i0 41 40-e 

4
c~~sr*C C 4i~4 -I 40 lad 4,- - 44~ -, I 4. 4.14 .. *0.4447 143 'mu. 4, 0 4 0404 - .e~t4 4034 4 .00~ ' .- - 4.0 4 *0 C 40* . - *~0 4,0 -h * 4o c-i ao~ . POCOFM.W * 4 404 4u a. I . ~s A * 40 4

4*4 4. - 4 0%4 4,0 .40 4 - :: ~!:
4 00 0 30~4O~*1? C 4 - 4 4.0-. 4 - 4. 40 . ~0 - - I -C.4*1~4 - -c 40*4 34444 4 A 4.0 40 *~4~ 4a . * - -* 4 a .4SO -C.C.,-4N$.- 0 4. - - -,4. 4400 - 40 4 4 - **40~ 4 - I 40 00$ --e 4 4 4 qr 04 *

.3 ~ S

4? 44104002 04 4- - - 40 a *- - 4. 
4.

-aa*004.. Ct0 S C 0 000 0 *00 0. .4 * 0 4 0

I
I'



384

EXHIBIT D-3

COMPUTER SOURCE LISTING

POGRAM WATOP (!NPUT.OUTPUTTAP =INPUT.TAP[6=OUTOUTTAPE8,TAPELI.wATO= ;

!TA:El2) WATOGO00

TRACE STATEMENT NUMBERS WATOCCC3

WAT03ZS4
t............................................................................... WAT:CGrO5
C ORATIO IF (OQ/GMAX).LT.ORATII THEN TERMINATE wATC:3CS
C sMAA = MAXIMUM ANNUAL TOTAL 3UOGET(CAPITAL&OPERATIkG) wATCO07

C GMAX = VALUE OF FLOW CHANGE BELOW AHICH ITERATIONS ARE STOPOEO WATEO003
C G5qAX : MAXIMUM GRADIENT ALLOWiD WATCOCC

*-C -GRIN = MINIMUM GRADIENT ALLOWED 4ArOCII

C DWAx LARGEST PUM4P HORSEPOWER ALLOWED WAT3COS1

C IONIN = MINIMUM DIAMETEr ALLOWE) iAT3G11
S I-AX Z MAXIMUM DIAMSTEP ALL:WEO dATCCOI3
I;ATE zINTERE3T RATE USED IN PRSENT iOPTH COOPUIATIONS

C MXLPIT =MAXIMUM 40. OF LP ITERATIONS oPE FLO. ITERAT:ON WAT! 13
-- C MAFLOIT =MAXIMUM NO. 3F ;LOW ITERATICNS PER NETWORK OPTIMIZATION 4AT:C01=

C -XNETIT :MAI lUM NO. OF NrTWORKS OPTIMIZED PER CONRUTR RUN WATC. Zi7
-C NnVAPS z NUMMEq OF DECISION VARIABLES IN THE INITIAL L2 WATOIL
C =INITIAL N0. OF SEGMENTS IN PIPES- '.0. OF PUMPS, 6AT 14
C VALVES AND RESEPVOIRS * OBJECTIVE FUNCTION VARIABLES dATEIO20

C NmROWS = NUMBER OF CONSTRAINTS IN THE LP z N4E0.NSEQ.NLCO.NS wAT.021

- C -- NNSLACK z NO. OF NEGATIVE SLACK VARIABLES IN PRESSURE CONSTRAINTWATn0C2!
C NPro .NH4EQNSEQ.NLEQ TOTAL NUMBER OF aRESSURE CONSTRAINTS .ATZ:C23
C NEXCAW NUMBER OF LINKS WITH EXTRA EXCA ATION COSTS .AT0IC2R

C NMCOLS NUMBER OF VARIABLES IN THE LP (INCLUOING SLACKS ANOWATLCG25
-C_- ARTIFICIAL VARIABLES)= NOWvARS.NROWS-NASLACA WATT002.

C %CLASS = NUMBEfR 00: DIFFERENT PIPE CLASSES (dALL THICKNESSES) WATC.C:7

-C .. .NE14RG z NUM tR OF EMERGENCY LOADING CONDITIONS WATG424

C "zJ = NUMqBER OF NODES WAT: 2

C NLOOP = TOTAL NUMBER OF LOOPS UNDE ALL LOADING CONDITIONS wATCZO3:

C NNORM z NUMSEP OF NORMAL LOADING CONDITIONS WATO 1CO
-C--- -- NPSZ zIUMBER OF BUDGET CONSTRAINTS dATOGI

C NOEI =N"EF-NSEO.NLEG -TOTAL NO. OF PRESSURE EQUATIONS WATC:.33

- C NLE13 z NUMBER OF LOOP CONSTRAINTS WATO03,

C NSEO = NUMBER OF CONSTRAINTS BETWErN FIXED HEAD NODES WATI:?35

--C NMEQ x NUMBER OF PRESSURE CONSTRAINTS AT NODES WATO03i

C NDU" z NUMBER OF PUMPS .AT:37
C NO : NUMBER OF LOADINGS WATQCE 3 4

C NPL z NUMBER OF REDUNDANT LINKS IN THE SYSTEM iAT3CG23
"-C- mS z NUMMER OF SECTIONS (PIPCS) WAT0O:42

C NST a NUMBER OF STORAGE RESERVEIRS WHOSE ELEVATION IS TO BE WATIOCRL
C DESIGNED WATIC:42

C NT = NUMBER OF LOOPS PLUS PATHS IN WHICH THE FLO. IS ALLOWED WAT:CC4!

C C4ANGE WAT:34%
C NVL z NUMBE OF VALVES AT.ZQ43
C NYDIOE 2USEFUL ECONOMIC LIFETIMr FOR PIPELINE IN YEARS WAT:OI..
C NTPUMP =USEFUL ECONOMIC LIFETIMZ FOR PIPELINE IN TEARS wATCZ34?

-- C PIPEM z PIPELINE OM COST/INCH CF DIAMETER/MILE/YAR WATCOI4i
C POwCOST m CCST OF ELECTRICITY IN S/Kw-HR wAT.OCRR

C PUUPE99 z PUMP-MOTOR COMBINED EFFICIENCY WATCtC53

C PUMPM M MAINTENANCE COST OF PUMPS14ORSZPOWER/YEAR WATACC51
-- C SVOIPE a RATIO OF PIPE SALVAGE VALUE TO INITIAL VALUE WATO0002

C ALPHA 2 INITIAL STEP SIZE FOR FLOW CHANGES WAT'C053

C.......... MATRICES AND THEIR DIMENSIONS. ..................... ATOCC54

C AAL(3) z TEMPORARY OPTIMAL DIAMETERS OF A LINK WATCZC5
-- C ALL(NL95) 2 LENGTHS OF THE OPTIMAL SEGMENTS WATSC35i

C ALCNS) z LENGTH OF THE LINK WATOC057

"- C ---- B(NMROWS) z R.m.S. VECTOR FOR THE LP WATOOCSS

C BCCON(NMCOLS) 2 SEPARATE CAPITAL COST COEFFICIENTS WAT;CE5

C SOCON(NMCOLS) 2 SEPARATE OPERATING COST COEFFIS WATCCO60

C BCON(NMCOLS a COMBINE. CAPITAL&OPERATING COST ARRAY WAT.CZAS

41 --- I-I
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C wW(NS) HAZEN-WILLIAMS COEFFICIENTS VATOC262
C CONS(NJNO) =CONSUM PTIONS AT NOD'S WATET'63
c O(NS IMA X. NO. O F DIAMETERS PER LINK) 32 3IAMETERS WATOOD64
C 00O0(3) OPTIMAL DIAMETERS OF A LINIK WT 6
C GO(NLOOP) = FLOW CHANGES IN THE LOOPS WATC0066
C rLV(NJ) =NODE ELEVATIONS WATC :061
C FF(NT) zUSED IN COMPUTING TH4E GRADIENT WATOCOSS
C G4NN' Ar GRADIENT COMPONENTS i.A.T. BUDGET CONSTRAINTS WATC3063
C GOO(NMROWS) zUSED IN COMPUTING PERFORMANCE GRADIENT wATC, 17'
C GZ(NT) = SRAIENT COMPONENTS W.A.T. PERFORMANCE 2B8J. FUNCTION WATCC07E
C MCOARNPE2) =HEAD CORRECTION FOR RHS OJIC TO MINIMAL PUMP SIZE wATOIET2

rc HM4X(NPUMP.NO) MAXIMUM HE~AD FOP EACH *OUMP./LOADING COMBINATIONJ dATC' C73
C HMIN(NPUM0,NO) =MINIM4UM HEAD FOR E-ACH4 *U4P/LOAOING COMBINATIDON wAT0CO74
C HP!IN(NPUMP) AMINIMUM HORSEvCWER CAPACITY REQUIRED FOR PUMP WATCCC75
C 4F(NS.?42) 4E.AO LOSS IN LINK UNDER rACH LOADIN3 WATCCt7
C HF.( NS, NO) THE RATIO HFIG. USE: IN COMPUT ING TlrE 5ADIENT WATS:7?
C HMIN(NPUMPN3O: MINIMUM HEAD FOR EACH DUMP/7M-RG. LOACi'.G WAIT:'7
C IA-( . . .) USED IN GRADIENT SM4PUTATTDNS wTI7
c GRADIENTS OF THE OBJECTIVE FUNCTION WT 8
C IBC(NMqOASI THE BASIS OF THE LP wAT:IOBL
C ICLASSCNS) =CLASS OF THE SECTION WATOCCA2
C :CIMLIN( *.)USzD IN GRADIENT COMPUTATIONS WATI COBO
C ION(NS) MIN DIAMETER ALLOWED FOX A PARTICULAR LIN4K WATOOCaA
C ICN MAX DIAMETER AL LOWEO FOR A PRTICULAR.LINK,, A:,8
C 'IE;SAT(NPr~l2=" ST ATUS OF PRESSURE EQUATION ,ACTIVE /TN.4ACTIv JATOCG86
C IEORLCNPEO'I = ARRAY OF REDUNDANT LINKS ASSOCIATED WITH A WATCCC8T
C PARTICULAR PRESSURE EQUATION WATOESaq
C I0LEO(NS,",) z ARRAY OF PRESSURE EQUATION NUMBERS ASSOCIATED WATIIB3
C 41TH A PARTICULAR RCDUNSANT LINK WAT CG9R
C I2LSTATJS(NS.MXNETIT) = STATUS OF EACH LINK IN, EAC4 NETWORK CPTIMIWAT.C:9-1
C NSTART(NPEG) S TORES START NODE FOR P~RESSURE CONSTRAINT COMPUTATIWATC^92
C_ OIZ(NMROWS) O UAL VARIABLES W.R.T. PERFORMANCE FUNCTION W~C9
C- CON ST RAINT IS FORMULATED WATCGS0'.
C NLOAD(PIPES) z NO. OF LOADS FIPR FACH CONSTRAINT WATD;,95
C NLINK(NPEa) A ,ND OF SECTION; IN A CONSTRAINTN WAAT~a094

--aP(PE) A SED TO HOLD THE NUMBERS OF PUMPS ADVALVES ATCEO97
c ~~IN THE CONSTRAINT WT:9

C rpri(MA.MAX. NO. OF PUMPS AND VALVrS IN ANY CONSTRAINT) w AT.S2AR9
C LIST OF PUMP AND VALVE NUMBERS IN THE CONSTRAINTS WATCE1E
C TS'CNn. 09 PRESSURE CONSTRAINTS.LISOS.ETWErN NOD:S) AO.OF WATr.101
C RIESE-RVOIRSIN THE CONSTRAINT WATC JZ2
C ISTOR(NPEGA) zNO. OF RESRVOIRS IN CINSTRAINT WAT::121
c ITTPE(NMROWS) z CQUATION TYPE 1-HEAD MAX I-HEAD MIN 2-SnURCE wATIC1O.
C 3-LOOP 6-LEGTH 5-BUDOGET 6-STORAGEr ?-PUMP WAT CjhS
f7 rPIv(pNRRowz) Z WORK VECTOR WATC0S lO
C LINCOLIPJS) VECTOR CONTAINS STARTING COL. NO. CIR LErNG'H WATEE:C1
C DECISION VARIABLE wAT0:10
C LOADCDLINQI = FIRST COLUMN ASSOCIATED W17M EACH LOADING WATC^EI.
C NCOL(Nl) = Nfl. OF COLUMNS ASSOCIATED WITH EACH LOADING WATOG1II
C N:OM( JPCO. NLOOP) z O4. OF COMMON 'INRKS 3ETWECN EQUATIONS WAT;Zfll
C NDIAM(Ni) z USED TO STORE THE NUMBER OF SELECTED DIAMETERS wATI- 12
C FOR EACH LINK WAT.C1I3
C NO(NP-^.MAX %!T. OF LINKS IN PR CONSTRAINT) aUlSED TO STORE THE 4ATI11
C ZCNLINKUTIVE STCTIONS OF THE CONSTRAIN7 WATE.11i

C NFINISM(NP'2) z STORES END NODE FOR PRESSURE CONSTRAINT COMPUTATIOWATGC116
C NOPE0043) -_NO. OF PRESSURE EQUATIONS IN LOADIP45 wATC:117
C NOLEOCNQ1 2 NO. OF LOOP EQUATIONS IN LOADING WATID110
C NCSEOCNO) : NO. OF SOURCE MDATION3 IN LOADING WATCCIII
C No"H041,4) a NO. OF HEAD EQUATIONS IN4 LOADING WATGO123
C PI)V(NMPOWS) 2 DUAL VARIABLES w.R.T. BUDGET CONSTRAINTS WATCZI21
C *IZ(NM'OWSl z DUAL VARIABLES ..R.T. PERFORMANCE FUNCTION wAT40122
C P"L(NPUMP) 2LOCATIONS, OF THE PUMPS WAT2 121
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C PUMPMR(NpUMPNO) NO. OF OPERATING 4-JURS OF PUMP FOR EACH L3A0I0ATCCI24
C PVL(NWLI LCrCATION OF REAL VALVES. ON LINKS WAT'j2125
C PO(Nj..N) =MINIMAX PRESSURE AT NODES UNDER EACH LOADING WAT0012i
C OCNS.No) *LINK FLOWS FOR EACH LOACING WATCC127

-C QO(NLO0 Z ACCUMULATED FLOW CHANGES IN LOOPS MATC22
C ORS(NO) FLOWS IN A LINK (DIMENSION NO) WAT:C123

-. C C(NMCOLS.I) 38OBJECTIVE FUNCTION WATOC133
S TCOST(4ST) COSTS FOR STORAGE VARIA9LE-S WAT".:131

C ST"&X(NST) MAXIMUM ST RAGE HEIGHT FOR VARIABLE HfEAD SOURCE wATC132
C TAMC N3. OF SELECTED DIAMETERS. NO. OF CLASSES) 3 AT00133

--- USED TO STORE PIPE COST OATA WATOC134
C mL(NHEQ3 WEIGHT OF EACH HEAD CONSTRAINT IN THE OB.JCCTIVE FUNCTWATCI155

CCONDITION IN OBJIECTIVE FUNCTION .ATOG136
c xVMMEOL ) zSTORES VALUE OF DECISION VARIA8LES WATCI137

c TIN"Rows) *STIRES VALUES IN COMPUJTIN, DUAL YARABALE3 WATCCI2i
C YRCN-POhiS) WORK VECTOR FORP1~3 CALC'JLATION AT::133

-C................................................................................. ATEc.4
C WATOC1l41

i. I Lst hIATIC1A2
LIST 4ATICiR!
COMMON /BUFlI/ 0(45.4).BC(125).NO(325).'.(45.3) WATC 144
COMMON /E;/ O3,C OLGO()N L~~.S~3 wATCC1--

- COMMON /LINK/ AL(45),E XCAVF(45) .H(4),ICLASS(',),LINCOL(45),NIAiATSL14

- -COMMON /MIND/ PINO(45) WA TIC146

COMMON IR4A O/ MAXO(451 WATCZ14
CnmMON /PIPE/ P!PE(45) IAT3CI5-
COMMON /BASIC/ I8V(32!).I IV(I2!) h.ATCCI1

.- COMMON /SUF!21 PIZ(125),HF(4,3),X325)wT 1-
CC-404 /FLGA/ Oa(4A3),O(45),ALFAC3) '.ATG:153

-COMMON. /IMPAI PI()HRV)HI(,,HMV53LU0/2,
3

A::
IL'RT-)NPM()P,( ,UOF59UPR53vVC) .JATCC155

- -- COMMfON /ZLOAO/ ZLOAO(5) WATEj5j
COMMON /ZPErN/ ZPEN(3) w&TC.1157
CoMMON% /GRAD/ INTER qICGI8FGSsGZMC0ST.SZMqPER, ALPHA* IALP, ICRIT 4ATOT154
CoMMONi /PRSQ/ NM~NSE NLO-.NPE-O .ATOZ159
COMMON /NUMBER/ MAFLOI TNS.NJ.NQ.NVL,NPUMP.NST,NCLASS.NSOURCE,PSCAWATCC16.

.LrWAT:C 161
COMMON /OPT IIN/ IFLOOI S.M4AAWMINMCRASH, rINCOST WATIC 162
COMMON /MOUT/ MOUT.MIN WAT:C 63

*-----COMMON /IMATGEN#/ IMATSEN WATOC164
COMMON /STATUS/ ILPFOQqIvGRAOIFLOSrL,ILP wATG165

- COMMON /CTIME/ TMATT,TNETT.TFLOS, rLFTTLOFT,TPI.JTTGRAT.TDIATTSAWATCA16i
T.*TFLO? WATC 167
CMMn-13 /FLnV/ 2FLOO0.ITFL,)0P,ITFLO .ATI)Cl6i
COMMON /NTIME/ NOIACHOS.NPUMCHKNFLO3CHG.NROWPIV A:jj
COMMno / Z z ATCC17
COMMON /PATRIX/ 4MR06S.N-ILS.NOSLAC,NVARS.NRUPIWMXLPIT WATC:171

* COMMON /NRHSENG/ NRHSCHG WATC%072
CIMMON TI EX WATCC17
CnMMO% /IDUMP/ IPUMP WAT :174
D)ATA MI.OT/.I.AT2C175
-CIMENSION ZOLO3) WAT00176

C WATC 177
C .--- INITIALIZE VARIABLES WATS 1178
C wAT:Cl73

* Z".. miATOClS:
ZLAST=I .&3: WATOZC 18
19 -ILOSELzC WAratOiS
NPUMCMK:C WATC"183

NO I ACHG=O WATZZ184

PPMSCMG:OG hATc:183
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TFL7Sz^ * hATOC187
TLDT: * WATOC1B
TPUMT=:. WATCC18i
TSAVT=C. .iATC*C191
TG.RAT :2 WATOC191
TOIAT: . WAT05192

T *OT WATCC193
TLPFT=: W AT03194
Z9LOOPzl. C15 W C::

-ITFLOzl WAT00C196
ILO--ZWATICC197

rLPFOQMqz wATIC154
C WA % 0 199

C *A0 IN PROBLEM DATA .AT02C'
WAT: ZC I

CALL 3EC3:NC (STATImE) WATCC2C-2
CALL MATGC7N IAT C2.
CALL IECONC; (ENOTIMC) WATOC2C4
T-ATT= CPST I 84ESTA C 7 WAT C2CS
IF (IMATGC*N.EQ.l) GO TO 26: dAT:ZZ:
OT 1 J:1,NMCCLS wATICC:7

t9V(J)=. 6TL3
CONTINUE WATC Z26"
IF (MAXWIN.-r.1) I3V(LINCOL(NS)-N0IAM(N3))=-I WAT.,21:
00 2C I:I.NMRO.S WAT:211:

IBVC IaC(I)):t WATCC21:
IPIvCI )=C wATZ::3

"CC~IC WATCC214
CALL SrCOIA2 (7TIME-) WT:1

1)0( 1) Z: WA'C.C 217
!r CONTINUE hdAt?C218

00 40 1--1,.40 WATOC213
ZL')AO CI )= W AT: :22:
ALFA( I) ALONA W AT0Al221
ZOLC)(I)=I.E32, WATC2 22

'.' CONTINUEC wATCC2:3
IF (IFLODIS.LT.3) GO TO 5* .AT7 ;Z2
MCI P N,8:Ec:D (OQ(r),I=,,NLEG)l 8dAiC22iJ
CALL FLOCG WATC 22;
i~(IFLOOIS.rO.?) GO TO 7'AT22

1WRITE cCuT,~ 1ATOC22i
00 6: 1:1.NS 6ATE :22 )

WR:TE (OUT.3'2) I.(Q.L:L:1P47
b7 CCNTINUE WAT, :231

C WATI C232
C..PLACr -AYMIx IN STANOARO FOP4 AC43
C wATE :23a

7: CALL S-ECON) (STATIME) WAT:C235
CALL LPFONM WATC 223;
CALL SECON (CNOTI-E) WAT.I2237
CTIME=:CNOTIMC-STA7TME WAT::231
TL0FTzTLPF7.2T I'C WAt2C3

C WA TA I4
C S WRITECMOUTZ ITFLO.CTIM4E,NWItI wAT. :24i
C S-140 FORMAT(- COMPUTATION TIM-- FOP FLSW ITERATION WAT.1. l02*2
C s 1 *FOM LPFORM NO. OF ROWI PIVOTS =-#15) WATO 243
C WATT.3254

IF (!LPWORM.EO.l) GO TO 2 WAlE 024i
WRITE (MOUT,!3) ITFLO WATOI2S.
IF (NLCO.COG.) GO TO WATIZS47
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RITE cOUT 33; ACG4
XI =I WAT05253
:)C 8,1 4 A TC25,

- ~ (NOL'- G )~AC O TO 8ZA0C5
'(2=Kl-Ni*.CS( )-l ACC5
WAIT (MOUT.34A) i.O~.z1~)WATO254
K..z 2.1 WATC 259

Q: CONTINUE WAT ,25i
iATS C257

C .--- P;'FORM LO OPTIMEIZATION WTC5
C WATCC253

CALL -CN SA:E) ASCA
CALL Lw ATC .'2.1

-~CALL SECOND ENOTI-S) WAT:C262
:C-- NOTI-STAT!47 WAT:C263

- TLPTz1LOT.CTIMC- .AT-;:Zm-

C .JATC265
e:. -~ t IF E --.- ,QTZ( T 2 ^ ( j *C)5 1WATO C2o;,
C S:3C FrqA(( W.I,',:.I AT',z267

-C- ~WAT~~A
:F (:TFLO.GT.1) GO TC WATT 1263

- -- T-7? (MOUT.35r) ITFLO.CTIME wATGC27-
i:;I ; iC.EG.:,) GO TO 1 '.ATGC271

WA TCL27 2
C ... CHECK NODAL HEADS WATCC273

C-- wATOC27%
z WAT3CZ75

---- C-- .ATGC27i
C & 0C I I ,: J=:,NJO WAT:C277
r---- S rN~Q()3~ CALL NC0 MP(J) WAT:C271
C 111C CONTINUE WATC:273

-- -- WATC 126
IF CNPUMD.rO.: GO TO :l AT: :265

- WATr ' 2

C ... C ECKtAOJUST SLOPE 00 CAPITAL PUMO COST COEFTCIN T WATCZAI1

CALL SrCCCNO (STATIM-) T:2
CALL PUMCWK wAi-C^8,
CALL 1ECOND (ENOTT"E) WAT .267

-. - (Tfw~zZNOTIME-STATIME WA TIC 268
TPIJMT=TPLJMT.CT 1' WATC " q
WRIHSTEZ (-OUT.3-,') TTFLO.CTII4E,NPUP'CMK WAT29'

hdATC C29t
C ... CH4ECK %. ACJUST CANODV14TE OIA-,1CES IF %CCCESSARY tLAT;.292
C HAT. :29i

IF ( ,SJ0. 0.ACNUCH:G. ) r: 1 jdA%29.
IF (IPUMP.CO.1.AI.NPUMCMK.1-O.z) 30 TO 14' A19

lIC CALL SSCONO (STATIME) iWATC .29A
CALL OIAMCHK WAT:Cz57
CALL SECOND (ENOTIME) wATC C 29

CT T4E=-NDTImE-STA TI"E sAT::Z99
TjfATzT.OIAT.C71.E wATC3GO
IF (NCIACHG.EG.L) GC TO 1:: .dAT:C3::
WPITE (MOU

T
,37C) I1FLOCTIME.NOIACM! wAT.3:2

10? IF (NCIAC,GGT.C.3R.NPU-CMK.GT.C) GO 1) TZ WAT.CC3
IF (NLrQ. 1O.Z I GO TO 14.0 wATCC!Gq
IF (IEX.EO.1) GO TO 21C WAtOG30

--- IF (!LP.NE.,I GO '0 2io WATOT30i
IF (AE.)GO TO 22 WATI;307

C WATIC 3C8
C..C'MPAe:- CURRENJT r^ PRrIVI)US SOLUTION4W~:0
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c WATCC31iO
33 3: ~:.O AT' 31

IF rZ.'GT ZLAST) ALFA(I)Z.6.ALFA(r) WATC;312

Ij: CONTIN4Ur WA TCC 313

, LAST=Z 
WAT: :314

,: IF tZ.-IT.ZFLOOP) GO TO 22: JA TOIC13

C ... SAV IPROVED SOLUTION .ATC:3±17
CWA TC313

CALL SECOND CSTATIME) .ATr!31)

ZPLOOP =Z 4A~f T 32;
TTFLOOP=:TFLO wATI 32l

IS,- CONT!NUO- WATCC32t

I C- P--ilNO 1. 1.AT, C324
BUFF--- OUT CI.) CO( .1 .!C45. 3)) wAT-32

ICCINTEJ I 17w : 32
rF (dNTT.!Z ?,T,2,ATO3327

lo" RE41NO 12 .4T;6323
su' ,_q OUT (1:.:) cPIZ(U.4X(325) iT:2

C .ATCZ33-

C..-SAJC- OPTI-AL SOLUTION FOR RESTART wAT33i
C WA TC332

Ir, REWIND 3 WAlT:33!
0C20C I=I.NS 14ATZ C334
WRITE (4*33:) i1tLL1N).At: 335

2rS CnNTINUf WAT3cl3.3

0.1 21: 1Zl.NPUMP d AT' 333
IF (%JPUM*.G'.: )WRIT7O (,3,sT PJCOS'(I1) 'WAT::329

212 CINTINUE dT..
CALL S!COIO (ENOTIMC) wATO: 34,1

CT IPMEz-NOT IKE-STAT I;E WATC.342
ZT: ITtLO=:TFLO-1 .A T:.343

IF c ipumpa.E.) GO TO 26' mAT3C3A4

19 GO~OT..N.ILO2T.)I TO 26C WATCZ345

IF (rFL3OIS.C-q.3) GO ?r() 2-: WA T ^34,

IF (r~rLO.GT.4XFLOIT) GO '0 2,C WATOC341
IF CNC.13IGO TO 26C iAT::34,3

C WA T 352

C ... COPUTZ RAOTS04T FL!W VECTOR .AT 3!5

C WA TZ:35 4
CALL SZC0NO (:TAt!ME) WAT :3535
CALL 

t
FAAC WATZ35.,

CALL SCCONO (ENO'IME) WAT.:357

CT IMEME'TT4C-STAT IME WAll I5Q

TGAATZTGRAT.CTIM_ 6ATII!!4

C ... 0;_FGR" LCOP FLOW CI4ANGCS WAT: :361

CALL StCONC (STATMC-- WAT-:361

CALL CLOC14G WATC 364
CALL S7CONO (CrNOTIME) WATr%3Ais
CTIMEZENTIM-STATT E a WATC0366
TlrLOT:TFLOT-CT!TE WAT0IIAT
WQTT7 tMOUT,'1,r) NFLOCPIG WATZC!63

24' (tOI.TZO.FOSLE..~IOL.Q4 ;o '1 25C WATCCSA'

CALL IC CONO (STATP4E) WATIG37'

CALL ;LOSEL WATCISTI I
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CALL SECONO (-NCT!I! mS AT,^3??
CTI- -OTI(-STATIME WATC 37',
TPL3SZTFL.OS.CT !ME .AT2C,374
WRITE (wOUT,.2) CTI'qS .ATZC 375

C-- C4ANG7 LOOP FL.OWS WiA T I; 37T

WAIT-- (4UT,4') wAT:Z2?4
wR .I -,E m OUT.321) .AT;:3F
4ATTE (MCUT,4.:) wL).L::.36E.
CALL PL)C.G ..AT2 C 33
2IFLOI GO 0 1.? wAT3C383
So to 71 WAT7:'4

' A.L 9CON- ( TM:) .ATI 8

T: .TTtTj--S'Imr
CALL 4rP0'T WATZr3?
7 OT INL i AT7CC 39~1
STOP W AT'' 3 2

WAlO 39
24- c-lPNAT (6F10.- 1) AT-C 344
2 - -O'2"AT (///.ZZX,27H INITIAL FLOWd OrSTRXBUJTION ./3' LINK LOAOdAT.119

i-LOA02 L0403 LOAO'- L3AO5 L'3AD6.3
4  

LOA67 LOAON LOAWdATCrO3ij
Z:) LMAO::) WAT7C '7

3AC rJQMAT (ly.15,l0Fi.I) - - 3Q

II 4i'MT (11,4c.(,19. FL'3A IT-CR&Tto% .,E3(' 4 AT 13 4
32,-F)Q-MAr (/4? LOAO LOOP LOOP LOOP LOT)P 5fiLOWATC4Ci

0"q LOOP LOOP LOOP LOOO LOOP LOOP,4HLOO
0
.,/.WATC

.53 N -I NO.1I NO.2 qO NO.4 N') .5 , 3 NO.6WATZ L4C
3 3. 7 NO . No.A NO.12 NO.1I1 NO. .2 WA% Z4; 3

- 33 FOQ4AC (45H CHANGES FROM4 INITIAL. L^OP FLOW OISrRIeUrION WTZ

3,7 F9C'NAr (3HJ S4r,4(4F.1)AT '&C-
932 OPM&T (43H4 LZ C0-PjTaTIQN TINX FOR zi3,i ITERATIONNO.314,4iAC,1
.) '4ATZ1 C I*

3;C XORMAI 419- FLOW TT-ERArTON NO.,23254 0'JMCM0 C04!PU.TATION4 T114E.F..Al.23
1'/!"NO. OF PUPP CO F'ICITVT CHNGESt' VAT.-,?i

- -37t FCR14AT t'NM OIA-C'4G CO'PUTATIIN TINE FIR FLOW ITERATION NO..:,21 4AT'..2
*..,F...'3M 0. OF LINKS CHANGING DIA-'CTE.RS --.r3) WAC-1'1

FK (OM AT ClX,5F.O?.5) WT 1
!q 74 " l7P44 C1. 3 '. (&T T&"13
a.- FOOMA7 (2V-~0) hATC::

41: CmqMA' (24m NO. OF LOOPS CHANGING. cLOd =.13) dATZ
44" c'I0HAT (31- FLOSEL BAL4AIC7G Cll0P'JTAtt2N 'IPE=.FS4) wATC'4

'; O MAI Il'- PLOE:L ZS C~ANGrt2 wA.470. 7
9. iO-AT (4. SI *14"7i) 4h

C W'r::41

AT. 42'

ii
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SUQROUTINE 01 MC HK OIAGDGOO!
:0-MON /8jL. .45.4i ,IC(125),NO(125)0(45,) lUIAOO002
COM MON /AM AT/ .1MAT(11:.2751 OIA30203
:04MON /1.1 4K/ AL(4S1 .XCAVF ( 15 ) oHwq5I 9 1CLASS(451 9LINCOL(45) *NO 1AM I AO0CO4

j(.'),Tt,6C3,jI 10.0( 4 5) , IOX( 45) OIACCO05
C 0M 0ON/#MIND/ '41N0(45 01A0

2
.
20

b
COMMON /MAAO/ 4M.XD(45) DIA00037
Z'M"ON /BAIIC/ 13V(3251,IPIV(.2r_) DIA00OCA
COMMON /P..F12/ PIZ(I2E)qF(45.3),X(325) 01A;Z327
CO-"QCN /OATm2/ PPTRC75),tJLOAO(T5) -21ACC11

0ON/NUM8ZR/ %KLOITNS.NJ.N.;,NVLNPUMP, NST.NLSSLRCPCOAC1

ILE OIAOOC12
3 M MO N /MA~TRIX/ NM OW:;, NMCQLSq NMSLACK. NCNoA P SqNBUROW. MXLP IT DI0132.2

* CCMMO% 1/ZLAMV/ O1PIM,3PS0ACEIOMIN,.I0"AA_ OIAO.32.
C--M'N% /C.TATUff/ IL'FOIM.IarA,1FLOSELILP OIAC.1

/~-2 P-ICE/ 'PPCRFgP1PEM.STOACRF DA0
:0-MON /P4R3/ 2S2N~. GoIAoGcIT
' -MON /NTI4t/ JI3ZNO.,NPUMC,4K,NFLOCHG,NROWPI'. DIAC.:;I8
:3--ON /MO)UT/ 4OUT.MIN 01AO:219
CC-MON /FL2V/ !FLOIO,ITFLOOP91TFLO DIAOC02:
Co-MoNv /OPrION/ LFLOQZ3.M4Axw"LN.MCRASH, MINCOST OIAO:::l
CC -pat, /zZ O03022
OIEION DOLOC 51 0IA30^223

RCAL L-AX,LMIN OIACZ^:24
INTEGZE- CMLN.j-Ax,,IPT~k 0140032.5

NO0I ACI-(,:C. 01331227
30 1' 1:1,NS O1A0128
-IF (AC(L.~L- GO TO 14C - IAC2209
IF GONI.:.0(II2 TO 1'40_ D1AO03

2A333
LI~I .6 01 00132

NUMIZLINCOL( II 01 A^I' .33
NU'?=NU!41.NUIAM I 1-1 DIAC: 234

r 00 AG0035
C..... 9INC T'.E LINK 3IA"ETrRS PITH~ THE LONGCESTILMAX/1.AXI AND OIACC3.

C AO MORTS (LMIN/IHONONZERO PIPE LENGTHS A.3
C 01AO::38

I X KJ). T.L4NORA.JT..-) GO TO IC 0133243

1~0 1 A0V4S

2: COTtNj OI3£:46

s~ ~ ~ ~ ~~ ~0 £2%MJ.3)IM,.MXOA0051

IF (OMIN4.N_-.MAK) GO TO 14^ DIAC 2254

C---CASE It ..INGL DIAMETER AT IDMIN 04 IOMAX DIA2:56
DIA0 0057

O.A0o(1)) O 70 1.2 0 £I0359
DO £00060

C...CASE III 3INGLE 0IAMETER NOT At 104(11 OR INACI) OIAO00.
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C 0! A G o 2
IF C0MAK.NE.1O)N(!).AND.DMAX.NC4EtDAO(C)) GO TO 14C 2IA00S3

OIA:0:6A
C *CfSE III SINGLI_ J1ARMER --QUAL TO IONCI ) ORt 11( 1) 01107065

.1.it %O L4- 01 03366
00 !C KZ1NCIAM() 01 OIAO:69

0~CONTINUI. D01I:00 1

O=DSP &CE FL0A' NOT AM(I) 11£17
NCH&Cl :1r0 AD 7
DO n ~1NO IA4C 0! 1 AD 75

oz;0= (1 , )' -.33 Of ADlb
IF (O)MAX.ZQ.lJX(:)) GO TO 4C 0110::71

- IF _(NTIOCZ;)GE.! )M1.ANZlT DOC G7.I .(I)-J I A-2 Nt(A0
p 7. AC!:).A ?4. I,1T( JO).GE . 1110 C GO TO 5: O[A.z>:.

IF ( NO0.EtMAX.ANU.NT(OO).C.IDX()('P'JIA "-2 )*tNr(01ACZ:Sr

:'G.;O).lJJCN~0O).L.-AXOCI)) GO TO 50 0A0
00O T ): i0110CC 84
NCMG=NCNH.-1OAC.

_01 AC: 06
6 CONT 1Nuj OIA03087

IF (OMAA..NE.IOX(1) NHG=-'4CH4G__A00j
OIACO 089

c J PIT--[mO4.jT.ll5)1,0(IL~I)U.OOK .~,
s"!10 FOR44A( LINK*, ....... O:,tCCOL(. .*).F.0100

01 ACZ:92
-CNC i310N( fl. H:G.I-4T(0:PSPAOE.0O/AlSC0OC 1 01110293
1I0XCI)=IOdXI).NC'.1G.INTJOPSPACE.OO/A8S(0O)) -- OIAOC 94

C OIAC;29!

c S1.0 FORPAr. LINK.ro,.IN.1. -:,35.NE(,3.A,5OA~

NCIACM-.NOIAO 
qG"

Do 110l 10:0,t.PE. D:l7
IZ=14LOAJ0C1)- .1010

-00jzIABS(PPTR(IT1.'*,IAgS PPTI(Ij))*NO(IA8S(0PTft(I))) )lAZ~l;2
L=1A8BN(J)) D 1 A.;3 0 .0
IF (,.rG.I) 6O TO P0. OC Al01.04

:ONT1NujE O1A^.010

GO TO 11. OlA:C13

SN=OLObT(L/N.1J)..0- SNFOTLO) .( 0)A00bIAc003

III:' 01 A- 112
DO 1;0 NJP4:NUM1,NUM2 01 C1013

CF A~0(.JL(1I)O(IIIJ)LT..E7)GO TO 1:' O1A0C10'
IF ([dV(NUPR).GT.z) IPIVCIBV.(NUM)":1 - - iAO011;

OLL9A1(.S((I1O).OLU10INdC))PSCALE IAOCI17
G.NE:aGRAOI(AqS(G( .10) ).3C1.111),4W(I) ).PSCALE' OllOColS
D-Lz( GR% W-GROLD) .Sh 0! 10119

__ 1RTUj.VARjS.NfSLACi(.II_ 01&00124
DO 9i Ift.=1.NMRO.S O1100121

AMAT(IRO.NIMI.AfAT(IROW,NUM)-AMAT(IROw, IART1).OL OIAO.CEZ
9c CONTUE OIAO.0123
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1C2 CONTINUE OLAOC124

12 CONTTNUt DIZC125
I ART =NOVA RS-4P4SL.A Cx-N SUR 0. DIAOO126

III= O IAOC127

I- F G.J TO ',e0403

!0zINT C ( tIll)) 01 A CI 3,

C~wPPCF.TB ,11;XAFi)).PPE-WFLOAlC:D)/!ZSC. ol1CZ 134

'-LzdCN-dCOLD of A3 13

1 N ' I Z G I A G C *

t.Z N

. -'~ .~~*'*S,~-.~~k - -
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SU4AOuTINE FGPAO FGROCE.
COMqON IBUFlI/ 3*,)I C5.O(2l(43 FGRCC'.2
COMMON /PMTER/ EO0TR(7T5),LC3AM(325) FGR:CGC3
COMMON /EOIt4G3.SC(ILQ.O*l()NLO()NSQ3 FGRC0004
COMMON /DATH2/ PPTR(75).NLOAO(15) FGR:0225
COMMON /LrNK/ AL(4'),EKCAVFt45) ,..(5)CLASSC.5.-LINCOL(45),dDrAMFGRcLCC.S

1(~)TAN3%L.ION45AIDA45AFGRO&OCT
COMMON% /BIJF12/ PIZ(1251*,-FCA5.3).X(325) CR.5.
Co-RO% /FLIA/ LC ),QDtRSA.ALFA(3) FR'C-
CMMON~ /ZDR-N/ ZP--N(3) FGRC&:17
COMMON /GRAD/ r*4T:-,ICG.I3 GS. 2Z-ccsr.GZMPERALPmA,iALP. 1R17 FGP;.:
COMMON Iz.' Z FGR?:C!
COMMON /MOUT/ POUTMIN FGRCCl,
COMM4ON /STATUS/ %hAFOQ4.1. ADTFLSEL.IL- FGAR? .
COM24 /OPTTON4/ L2tSRAtN-CAS:,tSCS
COMMON /AcOr/ NHEG.NSC'G.NLQ.NPEGFGO j
COMMON /NUP'.8C-f MXFLOIT,N2.NJ.N0NVL,1UMP,NCT,NCLASS,.NSOURCE.,PSCZFGRC:C.'

1ILE F GRCC"2
COM4MON /RLOV/ ZFLOOP,rTFL30P.ITFL3 OC,~
COMMON /IETx/ TEX
COMMON /NN'IRPf/ 4N'IPM FGRCCO21

~P\rNGZX(45., GMX(3). GZ(45). 0309(4'-). GZL(45). 30L0045), GZFGR.CG22
f(345 45) FGR C : 3

INrEG:Q *-.PO1TR,EtPTR FGRCC:24

-t-COMPUTATION OF '5A0 LOSS FLOW RATIOS FGRC:-7?

!GRAD=: FGR . 2
Oo : IR1.NS FGR 7C3-
I I:LINCOLC C)-2. FGO;:: e.

00 1; J=1.NO F OR C 232-
HF(I.JFGRCZO3

CONT INUE F64C G34
00 3C 2..,N0IAM(I) FGRZ:_'5

A A.(II)FGR.-^3i

CoTINU GC:4

CONTINUE FGR :24:

1C(?VC .. NOICd.11 aC To j FGR::234,
5: I:.kLE FGR,:4

GLDOC1).. F aRZ 24,

YC y:C.FGRC;044i
CD4TI'NUf FGR-CR
ZLA ST=Z FGR0;C5;
LOW:= FGR:.:5.

CO 1':, L:. N,;FR:
19 (NOLSOCL).EQ. ) GO TO 14' FGRCC21
!C:c FGA2CO53
IF CICRIT.EQ.1.ANO.ASS(ZPEN%(L).LtI.. O.AhO.L.OT..) IC:1 FGRG&C55

Gmt *' FGR:::1r 2
C FGRC;253
C..COMPUTE GRADIENTS AND FLOW CHANGES IN LOOPt FGR3C54
C FGRC:Obi
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LOOP=LOOP-1 FGRCCC62
DqCLOOP) :C FGRG63
GZ LOOP)~ FGRZC064
5ZL rLOOp):E. FGR 0C0G5

- GZ X( LOOP)=,. F GRIC 16j
:ZBDQ(LOO0P)=,'. FGRIC67

-.- [F (4 AX M IN.7g.1.AND.L.Lr.NNORM.ANO.ICRTT.EG.1) so To 13o CGRTCC61
IF (INTE-R.EG.0) GO TO IOCFRC6

C w WRITE (MOUT:2C)L;L GOP FGR: 3G71
c s- ~ S2 ORMATCZ-x - LOADING NO. -,12,- LIOP NO..,I3, FGROI:7'
C S I /,. PEG LINK 2 HF SN, DOOO5 ZLJAL GZXFGRCC73
C..COMPUTE- GRAOIENT INTERACTION COMPONENT FGR 074

- I: (rGUTP(LCDP).EOQ.:) GO TO 103 FGR~r':7j
K=.EGPTR(LOOP)-l FGROEI77
0 Cl" I~i.LCO"(EGPTQ(LOOP)) FGACO?7i

DEO:LC)M (K) F GRE 1173
-- IF (0EQ.LT.0) GO TO CkI FGR C 1CR

Ic (IC.EQ.I.ANl.PEG.1T.NIE) 30 TE 3C FGpR~ca:
IF (A8S(IZ(PEQ)).LT.'..E-_lI) 30 To a' FGRC"Sl2

7^11 .J',LCOM(K-1) FGQ:EL:S3
- ~ K:IA93:LCO::K-J-l1 )) FGACC. 84,

IF (A3S (C KKLI).LT.-7 G-7 TO 7Z FGRC:cb65
- D8OQX~mF(KK,L)/A8S(GCKI(.L)) FGACCO8',

GZX(LOOP)zOB0QX.PIZ(PE3) FG.R'.87

_ I '4RITE I M0UT,2C)PE-GKX,.G(KK.L ,MF(KKL).SN.DBD-].XIZ(PEO),GZX(FGRCCSIR
%- A5 PIM* t215.X,2F7.2,F ,.1,3G12.4) FGROO-95

--7t - CONTINUE *-FGROG092

iK=K-LCOM(K.1).2 FGR^CC93
* -- CONTINUE FGRCCz9,.

IF (!C.*-G.I) 5O TO 12 FGR^C'C9i

C.---LOOP GRADIENT COMPONENT FGRI:097
---c - - - FGRC C0I94

I- DO l:1 J=:ARS(PPTRCLED)).1.IARS(
0 0

TP(CLEGb))NO(IASCPPTR(LEO)FGR: 9i
1 ) FGRCC1C;

KKZIAM:zCJO(.J) FGRG.I1:1
-- - ~ IF (A9S(Q(KK.L)).LT.I.E-7) ;O TO 'I1a FGMD01C'2

OOG(LOOD):ORO0( LOOPI.MF(KK,L)/ABS COCKK,L)) FGRQ1C II
i lE CONTINUE FGROC104

GZL(LOOP)=ANSS(0ROOCLOOP) )-P1Z(LE)) FGRCEClC
7 ' Z(L0OP)=GZX((LODOI*-GZL(L0OP) FP:.
IF (A8S(GZ(LOOP) ).GT.GMX(L)) G'4((L)=At3S(GZ(L30P)) F3Rz;1:T

131t CONTINUr FGRGD1C4
IF (A8S(GMX(L)).GT.GMAX) GMAX=AR3S(GMX(L)) FRC~

I1 CONTINUE FGROCl1G
NI EG:; FGROC111
w1 ~1 FGRCC112
K2=2I FGRC:11C

-- K3=NLE; FGR00114
C FGRGO115
C--- CErECK FOR RESTART 0' CONjuGATE_ GRAD)IENT FGRO0Ili
C FGRODlI?

IF (ICG.EQ.OQOR.IT0LO.EQ.2) NICG:1FG'31
IF CZLAST.GT.!.E9.AN0.Z.LT.l.E9) NICG:1I FGROC114

.!IF (ZLAST.LT.1.Er9.ANO.Z.GT.1.ER-) NICG:1! f6ROEI2
ZLAST:Z FGR;Z12;
00 191 L:1IiK FeRCC122

IF (NICG.EQ.11 GO TO 17O FGROC123
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C FGRO C12.
.... :1D"PUTZ CONJUGATE GRAD1ENT FG tCG125

FGROC12.
BCVAN=:. FGRCC127
BETAO=I. FGROCJ2j
00 ;5C (:i(2.Kl FGRq oci2

V CK)zGZ( K)-GZOL(() PGROG13:1
,ZOLD(K)ZGZ(V) F GA1C 131
R-TAN=RETAN.Y(() GZ(K) FGRC 3132
Fl-TAD:BETAO.V(.O .OOLOCK) FGAGO133

r1 ; CONTINUE FGR JJ34
9ETAN=BACTANJ B!TAO FGA.-013t
GMAX:. FG113i
WPR!TE cPMOUT.232) F GR 1127

GZ(K)=GZCK)-BlETAN.DOL:O(K) F3RC.1134
IF (AfRS(GZ(K)).G1T.GNAX) GMAX=ASS(GZ(K)) FGR -14.
.0:TE c'OUT,2':) K.L.BETAN.03L3(K).G.'(K) FGR4 1*.

1f CONTINUE FGRCC142
C F IA I 143
c .. compIuE FLOW CHNGE FG4 75144

FSRC2145
17' WRITC- (MOUT.?5"3 L,K(1,K:,I3.ILE-3(Lk F&,R -144

0O(K)=ALFA(L).GZ(K )/Gt4A FGOl: 14

002 OOP:1,NLEO( FOGl :15-

1 Z CX)=FOZLIOAT.IICLO)Z )(*.LATNC )-;O( FGA 11Z
2::' COTINUE: FGAC3151
21;. CONT I Nu FGRAILIS4

WRIT T MOT.2C FOAlS 159
00: 2::M (//P=1.5NTE0AE ,UT 7 CMUI3GRDCT N FGPC:15
iW CAN1 N O F'U,2: OOPSXT Z AOPNMr !TSEGACIO(../3X.!7,L70P OL FGAI16Z3
I Zp(L00

0
P) .ZL3.4 G(T O) O(OP ~ D FO 'AOFGRO15i6

21;CONR4T INUE~~,1O FORLS 1s4

C FGRJC163

1L3WCHAG:;IN OIC FO 'iXT AJOR!TrATIN./X.2-4LOP UAL FOR 1:171

2- POMA L=I3- KI.34 -,34 K=,,Prp.

FRITFGzl.
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SUBR2UTTNE FLOCMG FLOZ::ZI3
rRAC L ST A T1I4Nt NU:!E:S FLOOC.0C2
COMMO0N / 8UFli/ 0 (~4 ,ISC(123).NO(325),a(45.3) FOC0
COMMON /AMAT/ AMAr(1I.27'5) FLOICOA.0
COMMON /Ea/ I.t(~IC()IC()N40I.OE().~EC) FL';CC3

- CMMokP M~z P T S. 5)NLA0 75 LOG
04'ON /LINK/ AL I .CAVF( 4 ).Hw(4i),rCLASS(45) ,LINCfL(..1NOIAMFLCC: 7

- 1(4-).TA(-' 1).1014(45 It OX (4 5 FLOC08
COMMON /RA:IC/ IBV(32!),lPIV(125) LCCCGC4
COMMON /FLOA/ )O(45)qG0(,5).ALFA(3) L 01

r C~O-40% /NU48ER/ MIXFLOI T,NS.N..NCG.%VL.NP'JMQ.ST,NCLSS..3OURC.CAFL3111l
ILE PLO-7CC 32

COMMON fSTITLJS/ ILDFORM.I;,RAO.IFLC:S:L.IL* LC 1
COMMNO~ /NTI'ME/ NO!ACM4.NPUMC,4.NFLO)C.4G.NROWPIV FLOC 3CI
COMM4ON /P~rQ/ NHG,SES.NL3.QNPZQFLOLI
COMMON /-O3UT/ "OUT.MI.N FL-1-- C C 1
CM-MO. /MATRIX/ NMOSNCL,!SAK'O~4..UJJMLT FO-.

- -COMMON /QTIO/ GQA1EO FLO;,::I
COMMON /Z/ Z FLO,.. 4

- -INTEGC8 PPTR FG :2 :

-. NFLOCh4GzO FLOr,022

1:U OQMI.N:gRATIO.ALFA(NL3AO(LC-.N0)) - FLOC:32.
IF UIFLOSEL.EG.:.ANO.ABS(OG(LC3NO.NLE0Q-NPEQ-)).LT.0O2MIN) GO TO 40 FLOC :,
NFLOC-4G:NFLOCWG46.3:02
ILDFORM:2 FLO C :27

-1G~L,~A4L~00~ FLOC2a
FL 3 C 29

C ..... C4ANGE-FLOiS IN LOOPS, AND UPDATE THE MATRIX LG13

c FLOZC:3
---on ac. $I:RASPPTR(tr-QNO))-II.ARS(PPTR(LEOQNO))-P40( IhS(POTR(LEONO))FrLO3CZ3I

1) FLOC USS3
---- L=IAR~S NO J)) F LOO0314

NUM!=LlrjCOL(L) FLO: :3
-NUM2=LINCC'L(L ) NOCAM(L)-1 FLO.C3

C FLS:2:37
-C----- FIND tiASIC VARIARLES FOR LOOP L11IKS FLOIC.3i

C FLOC 3)5
----- 00 2C 1=NUMI,NUM2 FLOOG 1

IF IIBV(!).ST.^) IO!VC!9VCI)):1l FLO..C41
- --CON TINUC- FLO:C242

OL0=O( L,Ir FLJ ')
SN=FLOAT(NOC.J)/!AP'3fNO(d)1I FLO.".

-C -FLOCC.I46

s S *N0(LEONO-N'CQ.N4LE2) FLO:::47
C 5.5 9ORMAT(. aOLO=.,il5.4v.Q( ..2.,.2J5G14.S.F3,OLOCV
C $ 1 G15.') FLOZC049
C FLOC:C5^

IF WGL.C.O..~4PITZ (4UT.13.) L.10 FLOIICISl
- 00 7 I:'1( .LO(G-QE(Q- FLOOCO52

IF CNLOAO(II).N=C.IQ) 00 TO 7: FLO::C53
00 3C JJ=IARS(PO1R(ir)).1.IA8S(AaTRr~).NO(TA9S(PPTR(11))) FLOCCC54

IF (L.EG.IA5S(NO(JJ1)) GC TO 4J FLOOCC!S
SC CONTINUE FLOCOCS6

GO TI) 7: FLOO0057
-- 4c. LINC2I&RS(40CJJ) FLOCOSS

SNICFLOAT INO(.JJ)/LTNK) FLO:ZC59
SNZ:SNI F LOOO0C6
IF IBIL.0.G'.-)SN2=SNt.0CL.rQ)iAG3SCQ(LI.1)) FLO: C61
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IF (ASS(QOLO).GT.'.i-7) Sh:SNI.IOLO/ARSCOOLD)FO:6
L A-- FLOO;C65
n)o NUF4:NUq,1NUM2~ FLOO30O64

LA=LA-1 FLOG 0C65
GROLO:GRAO1(A8SCOOLO).O(L.LhA .4WCL3).SNI.P$CAL.-FOIS
GAN~hwGRACI(AWS(O(L,.') ),C(L.LA *MW(L)).SN2.OSCALf- rLOC 061
3LMGARdE.-GROLO FLOC C t
ART=NDVAQS-ISLACK.Ij FLOCCC63

FLOCCO71

C ... JC&T CV:FcICIET MATRVA FL02:T71
C FLO3 C72

00 5: 1Q:,N-ROWS FLOCC.71
FA.4AT(I ,NUM)--AWATElq,N''Jq))D:L.ANAT( IR.[ART) FLO-:17.

C TNT r,'UE-FO:T

'ONTINUE FLOOOC731
CONT!NUE FLOCC. 77

ici~TU FLl:CC7j

CONT!I4U- FLOi-141
0!cLCODNO-NPe0.NLrQ :2. FLO
L," NOZLEGNo-1 OLD CCS;

:c LEIO.L -.N
0
D) GO TO . LO;C:83

iFLOSC-L:, FLOrCB.C8
A C U R FLO ;:S

c LOo'3 1
17FI1044 (/!!X.23H FLOW ODIrCION OF LINK,12,23H :N L.OAO 3 ,I2.1~mFLOl2q7

I CmAi,,C3 0IAECTION) FLOr,:083

c FLOCCC8

ENO FO ZL7
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SUARtOUTINr FLO0,-L FLOO3001
TRACE SUBSCRIPT:- FLOOOOC2
TPACE ;TAT-MENT NJMHE-S FLOO0003
COMMNM0 /dU.FIII F~4.)IC~JNL2)Q4., LOO004
COMMON /Ea/ I IC 3...$2Q(3 *1LEGCS).NGMOC3NQLE(3),NSEQ3) FLOOO05

r CMMON IPATH42/ PPTRA75).NLOAO(75) FLOO036O

0N"P0N /LINdK/ AL(4 1). CV(5)Mi4)ICAS *LICL4)NOIA.4FLOGOO7
I(LA(3, -N45.O(5 FLCOGCO
COMIMON /R..F12l PIZ(l?53,HF(45v3).X(325) FLOOOC09
C 0 M MCUd IF-Z.A/ :Qi5J.OCi5.LFA.4- - FLOO00IC
COMMON /"OUT/ MOUtMIN FLOOG0ll
COMqMON ./STAfU/ :LPFaRM.1GAAZ.IFLGS.L.ILP FLOOGZI2
CO' M(3P 1AA(OY1 BMU4CIT.,4DEVMX FLOOC:13
COMMON /PR Q/ ~H~~N0~P0FLOI3314
:0 MON /'f9ER~/ KK-L0i TNS.NJi,NI. 'L,NiPUNP. NS1,NCLASS.NSOURCEPSCAFLO0: 15

IL.. ~ - -- - - FLO30016
C0 - ON /MNORM/ NNORM FLOl 1117
CC4MND% /OP TION/ IFL,. 1S.MAAX N1?).MCRAS.!4IlhCOZT FP1.001 8
31MENSION 11(4C) FO01
IJNTEGz-R PPTR -FLOQa0Z0

- IFLSCL: -- - - P100221

-LOSE-=- FLOC:222

CONTINUE FL.000025
00 It"JzN FLOO.1026

IF (NOLrQj).Cl.:) G0 TO ICO FLO0327
* F 1F~ .. 2..4~T.dA0R)GO TO 10. FLO3OOZ

C ... STORI INITIAL FLO.. DISTRIBUJTION FOPR LOADING FLOO0033
C FL0.3C031

Q!(L):Q(L.J) P1.001133

FLO.00135
C...PLR OFM mARJY-CROS5 NETwORX BALANCE FLOOOZ36

13OOZ7
00 P.2 11,LrlhIT P1.3CCO36

- - -- - LO04:40
C . A1.Ct..AT?: U M'--: LOSSEC AND HIEAD LOSS/FL1.. RATIOS FLOOCO,-j

FL.300-NI

PLOZO-iNA

1.3NT IN.U FLOC'O
:0 7% M=6LJ.ILCrJ)FNILZQ0J)-I FLOC . cS

*Ll: FLOZII.A

7: ... IAqSicPrR(KJ1-:,A.S(PPR(P)NOASPPrR(l.)?I P1.03:253

IF (A.S(C0LINK)).1.T.I.E-7) GO T0 5G FLOQ:G5x

H5Z1VX*iWSNI4P(LINKsJ) FLOSO005

-Z 13.NTIN..IiS4ICINO FLC0059

FP^HGz-HOEV/0:Rl PLO3GO.C
2) 22C M-NMC-P4SQ3.PpIBFLOC30ol



400

- - FLOtOOC63
c FPLOQ00CA3

c s a F MAT(. C.;. Na ~s LOOP NO..*13.. FCHGS.,Fg.2,. CU'*=.FS.FLgQ-G65
C 5- 1 - -- FLGOOG"~
C ... C4AN; E L!'dK FLOWS FL30 3367

00 L:IA$S(PPTVCP4)).1,IAVS(PPTRC ,) N~DIAbSCPPTR(M) )) FL300063

rN=; 'AaiSCO(L)) - -- FLJOOO37:

LI~cS~.JC G -- - . - -. LOOCZ72
E, ~~C)NTINUE L01T

IF Ln C.. .A)AA SI1 V FL03CO7V
c c ONr iN U: F p,?

- -- - - -FLO C;7
rF (AMAX. .r.-4JcVMX) 50 TO 9: FLO;ZC77

-- -C3..TINJ-7 - .- FLO.LZ7,
~1E(-3UT,11J) J,AMAXIll FLO.'3C79:

RE-R FLOOIC61
FLOCC36

I,' 004LT 2MSS1,3'4 MAXI'qUM HiEAD DEVIATION F OR LOAO,:3,2H :-.F8-4,,FLO,3
1 alr~±. .::,a-i-TZRATI3.US) ~ --. FLOG: 64

--E-- - - - - FLOG 086



401

SuJiRCUT1NE 4CO"P (LOAO) )1CO3 cc:
CDMMO /BU11/ (*5,) .8C(125) .N(2t).Q(45,.3) OC2

CD.J/L:NK/ AL t",..7CAV'F(*45)H .NW,5), CLAS (45).-LINCOL(4 ).N41AMHCOC3133
- ( PA(3 .1,1 .X4 I .lox( .5 ,MDC0

"44fns /C.l/ I3(~i7ISEV ), ILC2I.NQHE4GM (.NQLE(3)4S -O3) HCOC'.25
CO 0O4 /PATII N TAaIT(75)1.NFINIS I(751l

Crp)3 NN04iSTORrT/ ST~n ST(?,T'qA ( 7) CC3

-CO"MO4N /dCT2/ NPQ,,.3,4E 2.)3UC-4 HCOOC01!
CM 0-ON /LIL2.C2L/ L ODCL C 4 .l:
CCP"4Of. 19U1I 212 )-F~.)~3j mcoaCO12
CC-ON /ZLJAO/ Z LDA 0(3 MCD:C13

CO-MO N , M13UTI MOUT.'4P.
C 0 -0PY NU'5:-R/ -XLOIT,N.,NJ.N2,NJLN:J.4nNST,NCLAL33. ,SOUPZ.- 3CA..CO^:: .7

CON-ON /OPT:ON/ :LOlZ.MAXWMlN.MCRA5M.MINCOST HcoZ I 3
COMMON /NR..SCIG/ N4SCw4G 025'
C 0 - 3 4 /NN3I(M/ NNO'.M MCC :C 32 1

-- COMMON. /ILAX/ ILAX WCO.jc22
!'ITT!3R POTR SOURC-T 4C022.322

- - D2"NS1ON -Ct'.), -(28), T)94'.)29), 1qMt4'c2P wC0;:,124

C..... COMPU2C LINK 4E40 LOSSES HCO .. 1
----.- - _ MC- C23

0: '.3 T1,'S HCO33^C29
* I:LINiC')L(1)-. ICOao3

00 1CJ=I,N2 4OCC3.

-- riu .(,,) )4COIC013

* 00 32 Jz1,40hM(l) mco2003'.
11:21.1 HO1!

30 2: :1.~3 COC: 3S2

CONTINUE mCoc071
3. CONTINUE mco2 C'

-.2 '~:T~iC 4co:,041

C ... ZO.4PUTC_ SOURCi NU00C ACJU;TM4CNTS cjq PU'4/STPAG- CCC-

%PHSCMz J4NSCU C. aC1C*
C- ~ ~ ~ ~ ~ ~ ~ M ': I - OURC c C %17

TF (SO4uQC0AJ).EJ.NSTART(1)) 50 TO 6 HCOCC-54S
i: CONtINUZ HCOr::4;

6O TO I:, NI.0:
4- WCCj)=CORP(I) NCOc %~1

--C ')COOC-252

C .... L_ v~r!o STORAGE 4E14o 5

IF (!STOR!.1.E0.:) G. TO RC CO moCG~55
00 705 10:1,3 MCC5i

IF (3O(,I..')GO) TO 7: HCO:'.57

IF CSTCOZT(IA8S(ISTOQ(11)I)).LT.:.) SNz-1.3 4CO::54
-C(J):C(J).SN.-X(TA0SU!STCAC Zitl)))i'PSCALE NI.C:300

'2 CON1'INU_ 14c.016
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;L IF I NPUMP;7G. ) GO TO 'C 'ICOOCC62
IF (NO u 

M 
(L O).O.O) GO TO 1: HC C,63

c NCO C 16.
C .. UMP E&(0 HCO00 65
C 14C0 C 064

00 q9 L=1.3 mcoI:c 6

OFC1BU~(,L)0.)GO TO 9' 4 C6
IF (LPUMP(!A93SC!PN4(,L)),LOAC).CG.3) GO TO 9, HCOC263
.C=NC(J)A(LACCL(L)AO).tPU;O(IARiS(IPN4(1,L)),.OAOI-1)/P4ZCOCG1 7)
CALO7 mCOC 071

coNr ilyuE MCOC -C 72
1:- CON.TINJUE *COC :173

C 'ICOCC!7'
C ...Z--UT! NnOAL MEA'S OP LOADING -o 7

C qCO;TC7i
% L E V E co!:.?77

00 110 J=l,NSOURCE 'CO0C'i
I(NR0-F(1,LnA).E.SOU;CT(J)) 4=J HCC7CO8

:: CONTINU7- HCO.::92
IC i):9ij99. mI400 CIa
IF (NPTR(1.LOA:).EG.OR.".E3.3) G3 TO '4Z Mco::a4
I():,-V(NAF(.LA))-0LV(I),4CCM) 'COC38
%IAiSC.-PTRC1.L3AD3 ) HCOIC184

00 C K:N- .N.NOv4) ICO C Z83
IF (NO(K).GT.C) L=! HC OZ'39)
IF (NOOC.LT.Z) P0=1 HCC z91

1-1 CONTINUE HCOIC092
SNZ:: COO C 93
00 :30 KZN-I,NI.PO(NI) HCOCC 94

LlNK=IA!4S(NO(K)) mcoo :95
IF SNzFLOATCNOMK/LINK) HC0C^354
T' (A8S(0CLINK,LOA0J ).G1. 1.0-2J &N:OCLrI.LAOJ/AS(QCLNKLCOCCCC'
NAC)t)-SN.FLNIO0 'CO. 139'
OA0')=HSI)-Nm(IKLA)4 C9

1'- CVNTIN-JC mco:.-:
Ic (0TP(I.tOA,).3T ... OR.'(I).Gr.;.) GC TO 14.C mcocclCC

11LrAVE:NLCAVE.1 "COO 31:3
INNTW(NLZAV --)=I .4CO : ! c

0C34TONUE HCO;Z^. .
W*7- I-OUY.7* ', LCOciC

w:F~ cH~a . O2.CO^-1:6
G.F rofXLG1 24 '400.: C

IF (NLTAvI-.EO.') GO TO 24:
IF C'LEAV.E0.1) GO TO IT4 COG~i"1

P-CO~I.l
C .. ;0rO VIOLAT:O NODAL HEAC,- mCOT 11.1

C MCOCt 113
SO lo :I.1.NLCA- 3 N0ocr 1:5

20 15C J!1NLCAV-, HCOC 11.
!F SO(MI(~bL.(MON.))0 TO 151 MC" C116
K: IHPO4( I) MOOCC11'

OH"O%(J.13K mcOociO9
1-. ONTOINUE 1COQ 12 A

la'C OONIU MCOZC13z1
C 0C0122

aq03.R CUpKCNT MrA' COIYST24INTS BY ) C9ASING SLACK MCOCC123
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C *COC 124
17, H C33125

-30 18' Ir:;-(L0AD ,1IG(LAO-NNE(LOD)-I HCOO0126
j.J= H C0 .;127
1-I4qAX(J)Z! .4C00c 2 i

!Q- CONT:NUE HCOO 0:
IFt (N,24HX(LOAO).LT.2) GO TO 210-, mcoQ 13.

00 1;0 t.1-.NQH--(LAD) H4COCZ2
IF (HlCNINICNH(!H-AXC))).GT.,(NFINISH.(II4MAXJ)I3) GO TO 19C MCO12233

- -- I4'4AX(I) HCOG: C34

N MLX(J)=3NA( J NC051113i

2.OC CONTI'u7"co-1
c HC0p:3
C . XC-.A!.GE VIOLATO-: orAO CINTRAINT FOR ZON4STRAINT irl 64 lOST SLACK HCO0 141

21. G0 23' K~i,NL A'r HCO 014!

00 22S H:,(O O COOC1344
IF (TW-AX(J).-Q.C) 1O TO 221 NC02:34j
19 (N F( FINIS,,(IN4AXC )),LOAO)..NC.NREF(:.L)AO)) GO TO 220 MCOC:14i.
:1r~LV(NPCF(T,LOAO))--CLV(I)-IRUI.L)O) H0CC147
,j:LV(NREFtNFINI3S(169MAX(J)1,LOAO))-ELV(NFINIS4(AX(j))WHCOC.1..R

I PR(NFINI:M(.HM.X(J) *LCA0) 1CO&C149
IF (-I*'4J.LT.G.) GO TO 2:: mCOoc 15i
CALL T

4
ADE tINP.AXCJ),I,LOADI 4CO0'.'5.

GO oc 21: 1001.:15
7; CON':Y~ HCO - 154

21 CT%tIjr HCVO Cl55
2'.- CONTINU7- 4OOI15i

RETUR N HCDII 151
H4COC -5,

2. F0PwA' C/'* ZMlSjcH MEACS 00P L.OAIIVJG 912) HCO:154
Z-C 90r"AT ?w I ;w&.2 14 12 :F iv2 CI 616

mco:0:6i
mC00:1,'.
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SUBROUTINE LP LP :CCCI
COM40N~ /9U r ll/ "45,'btBC(125),NO(325).Ua(5,3) LP C002

OPON/AMAT/ A-AT(11 .275) L C2
-C 3044ON /E2Q/ I MEG(3)1 SEG(3 ILE( 3) NQ-'( 3) NGLG( -SEQ.3) LP OraOO-

CMMON /BCVEC/ ~(S.(2)LP :000'
-COMMON ISAhZIC/ tBV(325).rPIV(125) LP :CGO,
COMMON /BUF12/ ~!CS.4(i3.(2,LP 6OC7
COMMON /LOADC:,L/ LOAOCOL(-) LP ZG~

COMO Z~D ZLOAO(3) LP '::i
- COMMON /PIPE/ pIpr(45) -LP COOL:

COMMON /PU-P4/ N"N~)~Mx5,M'(.)HA(.~ LJP~! LL
lUCRTT(3),NOPUMP(3).PML(5),PUCOEF(5) * JM;IR(5,3) .PVL Cl) LP

: 0 4 '-CIMUT/ MOUT.PON Ll :-13
COMMON IFL'Id/ ZFLOOP.:TgLOOPITFL3 O5C1
COMMON /NU'BER/ MXFLOI T.NZ.N.;.N.,NVL.NPJM- ,NSr .NCLASS,'S "UCE,;'ZCALP
ILE - LP 2 ';1s

COMMON IZI Z L Z1
-COMMON /MATRIX/ AMOWS,NMLS.NSLCM.,NOVAMS.NBURO.,IOLPIT LP Cn:li
COM"Oh /PREG/ NHEG.NSEQNLEO.GNPEG LP 'l

-COMMON /OPTION/ FLOTS,M4AXOMI.N.MCaAS4,M1NCOST LP CO::
COMMON /STATUJS/ rL'FORM,!G;ZAD.IFLOSZLILP LP :zcz.
OIMEN51ON CBAR(275), !REJ(5O) LP O2
INTEGER PIPE LP Z,223

- - - LP OCC2*
NYIM8V=^ LPCA 2

- -- Z=:. LP GCC2i
ZNP: LP C C27

NUM!:, LP ::12
- POS$:- LP- I C:-3-
00 1C Jzl.NNC3LS LP :C t

- X(J)=G. LP LC?
I:CONTINUE LD CCC-3

------ OG 20 I=l,NMROWdS LP 00 C34
1
0
[V( zv=C LP :::Z3

--2CONTINUE LD OC3
!IF (Nt I.GE."XLPIT) GO TO 160 L;) C::37

- NUM~zP4UKI.l L C:24
OF=!. *A L' Z'

- 1--I (TPOS.Z3.i) 60 O 3 LP C --CC0C4 C
c LO 0:4
C .---C4ECK FOR FEASIB~LE SOLUTION LO C.
C LP c::43

on 4c. I=I.NMPOwS LP
t9=19CC I) LP 2.CZ'45

- -IF (CC!I.GT.l.E9) GO TO 5C LP t'u 4 i
OF=3F.M( I) .Cf ) LP-OCA

4A CONTINUE LD :6A0'3
IICS= D005.: LP 43
WP!1E CM4OUT,??C) NUMIOF LP OtI5l

3.' AMTNa1.ll LP OZZ51
-- .4 - N2vC LP : C!2

O 7C J=1,NMCOLS LPC '0053
- caAREJIZG..* LP 00:5 '

If (13V(J.N7.) GO TO TO LP r.055
00 4:. I:I.Nmocws LP OCti:

IBzIBC(T) LP OC057
CBAP(,J)=CBAO(,J)-CCIP).AMA&T(1It) LP O058

sc CONTINUE LP CG!
c LP (LGO6i
C ... FM BASIC VARIISLE TO ENTER LP CC 61
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C LP C -062
IF (CCjJ.GT.1.E'.AN.J.T.NVARSNSLACKAdPE2? GO TO 70 LP 00C63

C LP 0106.
C-.--COMPUTE REOUCEO COSTS LP OC063
C - - LP -IQ*

CBA'4J)=C( J)-C8AA(J) LP OC167
IF (CBAR(J).GT.AMIN) GO TO 7C) LP 3:64
ASIN:C9AP (J) LP 00369
NBV'.J LP : 370

7T CONTINUE LP OC71
-C LP ;C072
C . Th- EIR-C FOR OPTIMALITY LP C C1C73
C LP OT 7

!F (AMIN.G-.-1.E-?2) 5O TO 160 Lo 3;Z7
AMTJz1L.-I5LP ;0:7o

CLP 01:I
.N3 ;ASjC VARIABLE TO LE-AVE LP 00.7

47 C !1.,4PCWd3 LP C38
IF (AMAT(I,NBV).LE.Z.) GO TO 83 Lp 00CS
IF ((B(I)/AP4AT(I,N1V).GT.AMIN So0 To 1, -4?
AMrIB( I)/&MAT(I.NBV) '~S

IRLP 0.,LP
'3ONTINUE L-::8

C... CMECK FOR UNROUNDOCO SOLUTION LP 0;.q
C LP 083

IF (A4I%.GT.1.EI4) GO TO 260 LP 00081

C . ThI :-CK FOR PIVCT LEVEL TOLERANCE LP C::91
C LP CCC92

IF (A'AT(I-O6.N8V).GT.!.E.6) GO TO 9' LP 0C93
NRCJ=NREJ.1 LP CCO94

IRVNBV=--LP 00095
IREJ(.VAEJ)=N8f LP OCC9S
WRITC (MOUT,2VO,) 0ROW,NBV.AMAT IROWd,N5'.) LP 0:97

GO TO 'LP cc:94
9 rnV( I3CCI;)Ow))= LP :C:'9i

P1V=A'4&T( Io~w.NflV) LP C!.'
OF (NEJ.. : GO TO J-Z LP 00011

DIBV RE() LP 2010'-

l.: CONTI)UUE LP :Iz
No0js- LP 00115

I': COr.TINJU- LO oZ
LP 0:

c S2:5 0'AMAT(. ;OW*.13,- LEAVING VAR *I.. ENTERV4JO 4AR..13. LP 112:'
C s I 1 :..12 LP 0.0102

I4V(f43V0:IoOw Lc- :rIO
Zc 13- I=!.NMQOdS LP01.

IF (I0.'h)GO TO I.: LP ^C112

00 120 j:1.NqmCOLS LP 0:117
IF (J.EI.N8V) GO TO 1221 LD 56116
AMAT(I.J)=A4AT( I.J3-AP4AT( IROAi.J).hqAT(I,NMV)f§1V LP CC114

10 COJTINUT LP 0012)
L'% CONTINUE LP C1 1

Or 14:, I:1.NMRO.S LP ; C I
IF (OO!2)30 TO 1.2 LP 00125
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14C CONTI J1UE LP W125
00 15T J..1NmC0LS LP CO12i

15T AMATCXO.J) :AMAT(IROW.J) /PIv LP~ C112
7

---- ;ktIRW~:S(ftOh)/PTV LO C:124
GO 10 'C LD OC124

-C -LP CC131
. . END OF LINEAR PROGRAM LP -' : 1

C ... CNCK FEASIBILITY OF TME SOLUTION LP SC132
LP :!'

- 1'-' IF (NI4.GE."XLVIT) WRQITE (MOUT,S,'2) LP 5 ,I34
D0 24- t=I.NMROWS L P .-0135

.Iqc( I) LP C:"3,
2=:-(!)-()LD 7C13'

IF (A9S(C('().GT.I.Ef SO TO 17.0 L' C13-4

I (MAX4 .EG.1.ANO.CfK).Lr.C.? ZLO)AO(A(NOVAP3-N.2V=' (1)/OOCALEL0 '.*

S- O TO Z.G LP 5Cl4AC
LP :C 14!

C . !NC LOADING ASSOCIATED W.ITH SSINFEASCdILITY LP :144
LP ' 1-

--1C IF (K.LE.N0VAPt.NMSLACK.NPcG') -1 LO -14
IF (K.GT.NMCOLS) G! TO 230 LP. C 147

- LINK:(-NOVARS-NMSLACK-NOEO L C4
WJRITE C-0JT.2'9C) K,d((I),PIPE7(LINK) LP .Cl-

--- FLOSCL~l LP OC15:
GO TO 24 LP OC:!l

-- lmj -- 00 ZG LI .NG LP

IF (NOSTGL.OC ;0 TD 153 LP C1.63
- IF ( l.GEt.LOAOCOL(L).NOPLJMP(L).ANO*.((.LE.L0A0COL(L).NQPUMP(L)-LP I

- NOSEQ(L)-1) GO TO 21.' LPZZ

- -- - IF (K.GE.N0VARS.NM4SLACX.ISEGCL).AN4).K.LC-.N0VARS-.NSLACK.!SEGLP C16
* (L-)*NOSEQ(L)-l) GO TO ZIZ LD C :

- i* ~ I (1 CGL.E2T GO To 205 L C 154
IF (K.GE.LOAOC0L CL)-NQPU-4P(L)* gGCO-(L) .AIZ '.K.LT.LOAOCOL(L.1)LP CC151

'F (K. OC-.NOVARS.NMS L;C'(.ILECCL) .A10.K.LL .N~DA3S-*4SLACK-ILC-OLP ;O O 16LP o
I (L)-NOLLEAL)-l) GO TO 221 LP -3CI62

2': COT!NJ LP C:6

-- 21.1 LSOURCr:K-L0AOCOLCL)-N3PUOOP(L).1 LP C.16-
lF f.GT.NC4ARS) LS3URCE:-K-NOVARS-NNSLACK-ISZO(L). L 7S

IFTr U T.'" ,JRA.LSS U0PKN~RS-N'SAC-E.)L Lc CC163

GO LP 16

IFC.T,;VR)LPKr4V~SNALZ-LGL- LP C:163
.OTITE (MOUT,32C') IK1.LOL LP :'11J
GO gf,():4,(C, LP CC 171

2- iT ('OTm@V=(;,ZO*(JJAN LP CC172
'LrTC LPu.!i uIIFL.,N CZ177
WOTT-- (OUT,C) 4I, LP %17S

CO X(K)=4:1.MR LP ':115
WRIE 'VADS .MSLACK.I ())J~lN LP CXC7
PIZT):CCJT3') N5AA(J O.)Z LP ::177
IA (CJ.!iE.*TJG.EAS.MLC*

0
Q f NOUT,(:C)AR(Jk9 LP C:1192

DIZ( I)z0SCAL7.DIZ( I) LP 07103

250 CONTTINUE LP CC1li

F CTUR N LP CC135



407

26-. WO?1E (*OUT,37C) NI8V LP eCli8

ILP:I LP OCIS1

RETURN LP -C 18 -

C LP &:189

-27f0 FORMAT (///)X.3ZHFZAS',LE SOLUTION RCAZHEO AFTER .15,17H4 MINOR ITZLP 3C191

IRATIONS.3X.j.H C'OST .F:2.2) LP G0191

2liC FORMAT (2!X,2
0
14 PIVOT ELEME~NT REJECCT7C A"AT(,13,1"4..I3.!2H)Z,Gl2.3)LP ".192

?2^ FCRM4AT (11H Sx:NFEAS:6ILV'Y X(.13.214)Z.FlC.2,6H LINK .:3) LP C113

3aC WOA,4AT (2114 1SSINCASIBILITY X(,13, 14)=.F0.2,14 SOURCE 1[3.514 LOLP CC~q4

110,5H NO: .1?) LO ZI5

321 FORM4AT (I14H SSINFEAS13ILI
T
y (1. F22,l LO3

9  
I53.5m LOAO.5LP OC19i

IH No. '13) LP :r97

321 COOMAT (5X,1I'4$SCONS. NO..I5,5X.174 ART. VAR. NO.,I5) LP CC195

2- OR.4AT (/.25M4 SOLUTITN QACC1EO AFTRC .:14? -INIR ITCAAT'ONS./.-sLP ZZ199

3 ^ 43PA (2 .. OF IMAG!%.ARY dASIC VA~k,&r)L1-S AFTER LP.13( 
0

1C2

3S FO'MAT C:5X.,64 COIPUTATION STCPcr' AS A RESULT OF TOO MANY LP :1:3Z

i ITERATIONS )LP GCZI4

37' FORMAT //5X,2 14 SOLUJTION IS UN LI-ITr) LP:.5( L 3
LP -:23i

*ND LP 115
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SU-ROUTINit LPFjm(! LPF0300I
TPACE0 STAhrMENT NUMj.4-0RS LPFJO02
CO-MON /RUFJ2/ )(..;.4ICC225).N3(325 *Q(45,3) LPFCI203
C 0 -MON / A H4AT/ A 4Artc I1:2 7 5 LPF03104
CC'-'N /BCJC/I-(2)C35 LPF30 25
-0 ON~ /5A.;12/ I W2-.Pv15 LPFJO006
C04P0N' /RH3CH,/ HZJO'3.CLH~3 LPF30:07

:0-MOPN /PLJV/ FjLOOP,'TFL30P,TTFLO LPFIC308
CO'MCN /M.T2RIA/ NMO, i4OSNSAK,%VR.8R6-XP LPFC:CC9

0 - o. oJT/ 'AjUT.4I14 LP F OG C
20 - MO /STATJS/ ILLPF07M,IGR!OZ LCSEL. ILP LPF00011
CC-0% /NRISCHW~ NRI43CHG LPF222 12

0 O CN /NTIME/ t, ACHG.NPUMCHK.NFL04G,tRCwP1V LiFo a C
.f.TEG-- t.3N23 LPF)2 2L4

N P .1p I v = LP F22 1 II.
lLP~l-mzCLPF!:221

LPFC22 17

~VOT 2 P~J T~1~IN 2TANOAR2 -OOM LF::
LP FOC2 22

2292 L = I..JMR .iS LPF20:21
IF (tIJL. O. 30 0 9C LPFC322
IR .=L LPFQO2Z

IF I3.E.,~.S GO TO 3C LPF.022
IRe:QOA L2FO1027
AAXA,2(A47(92..ICOL)) - LP9022b
00 :2 LLL=*,.J.-f.NmqO.S LIPF3C"2

F (ASS(AM&TTLLL, OsL.. .L..Al"AX) GO TO ll LPFCZ03II
-"AX=A3.a AMAT( LLL, ICOL) ) LPF23'31
F = -LL F:3

CO CNT I NIJ LPFOO2 33
I 50.~2)S TO 30 _LPFO 2234
0:: 22 J--1,;MCUjL LPFCI^.35

A-AA ( : O.,J LPF2Go3t
AMLT IRO.,J)=AMATCIp..j) LPF 02237

AMAT I",J: LF2,

8(0. :3~LPF2 2242
32 Pi v~A r ( I R tCO L) f 104

A, QI%(MOJT. .2)tQ,AMAX PA 4
%.- F22 )RAt(. I4.I. MAA=..F8.4) LDF22304

C 1-0 2M-/. 2 *., COLJMN -,15.. PIVOT= *,F10.3) LPF0024V
LPF00 349

If aA(I)2 ..- ).O 7O 4-, LPFI.225.
LPFOC 251

C ... : C FOO Z--2i PIVOT TOLERANCE LPF30052
LPFO 2252

WR7T- (MOUT.!::2) IROW.ICOLPIV LPFOC054
ILpcop q~1 LPF3 2055
QST ?KN LPFOC056

C LPFC1O57
C... . UPOAT RHN LPFO256~
C LPFCOC09

42 00 , l.Nm.o.:Z LPFO1362
IF CIE.L3. S TO 6C LPF00061v
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LPFC1063

*PERFC8'4 RO PIVOTS LPFOOD64
LPF3)065

a;~ J=1.NMC3LS LPFOI066

IF (J.. .ICOL) GO7 TO 5 LPF00367

.-4AT(I , )=AMATC1.J)AMAT( IR06i..J).hMATC IICOL)/PIV LPFCIG66

CONCINvU LPF00069

6c C^OPTI~uj: LPFC 37:

Z ZRO ALL CTh ;. -L 'C'%TS IN uPDAT-_COLUMN LPFQO07

C LPFDOO73

I 0 7: z,.4. LPF20^l74
IF 3CC.I~.~ TG IC LPF0007c,

A4AI(.I13L~:..LPFCC37z

7- CD\T!NUrC LPFO 0377
LDF10T78

C ... 73 VI C -.ASIC RD SY PIVOT ELEM4ENT LPF CO7
LPFCG038:

aMAT(IR)...j)=AA T( IRC.,.J(/PIV LPF3108:

." COTIN~jC LPFC 3383

C^.%T'.U!LPF3.3 85

C LPFICO'.A

C--.- C'.hNr'.; Pmi F,! NZ4 PR8SSURE CONSTRAINT LPFG3C8 7

C LPFC 0088

IF CN'C4,C.);0 TO IZZ LPFO003d9

_3C llU J.NR4CHG LPFD!09Z
JATN:) V.NM NLACA ,4C.NO(J) LPFO; 31

00 :C1t:,'c~ LPFC;:92

"(1"BC(I JAMAT CI. 1881) *bDLR'4S(.. LPFI13^43
13 CCP:TIu- LPF9 :094

131 CINTINUE LPF30095

NP.HSCMGI7 LPF33 I96j

.2' NIMSV=C LPFC 3097

LPFCC3 ,

OC 14' 121,NMROi-S LPF0013O1

IF SBI.,. O -TO -14G LPFJ'31I

o(I" -d( I) LPFdj4

DC 01 J:1.NML3LS LF03

A-AT(tI.*J)=- A AT CL, j LIFJ 36

133_ CO~N 7fc LPFOCIO7

NI-tVZNIm8v.,1 LPF 3113S

N:~CO 3.N ~ ILPF 11138

C LPFZC13

C I WAITCCMO..d.113JI IBCI).N LPF3 l1

C %!.I 9C7M..7C -',0..13,. LEAVING VAR.,I3,. ZNT-.8ING vAR..I'I LPFSCI0

C LPFJ0113
IF 'V(CC).T)IC10i) LZFOII.14

IE'CeI):NC2~.IM8.LPFO;115
I~(%C)L3NlMV):t- -LPFDO 116
CC'4CO~*NIMVIIh1OLPF00117

14C CONTI'.jt LPFOJ118

~.RtT (MOJT,IA') NI4SV LPFOOI19

___ECTURN __ _ . . - - - .- LPF00120
LOF00121

153. FOPMA: (25,-. Ni "'IJ) 411' CLCNT IN RCW 913,/,23IH INT1rN3EO PIVOT IN COLPFOC122

IL.,13,'H tki12.S) LPFCC123

p
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1j, ;'O~PMAL 4 N4. UF IMAGINARY OASIt VAR IABLS AFT-R LPFORPI 3) LPF 0 2*

c LPF00125
NO ~~PF 0C 12

5 'mig
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;U9ROUT1N-- M A~ 7 -,MATO.2OOI
TPACE SUB .RIOTS AT10502
co MMON 1 (1S *dC.5)F(3S)1451 MATO Z .3
C MCN /AMAT/ AMAr(Il:,27!) MATOCCOA
Cc M04 /3CVEC/ I;( 12 5)Z ( Z21MT )0

CC-3~N /INTR/~ 7%PrR(75).LCOM(!25) *AjJ0

ZC -M-4 / IpIS )i'.I -~O(O3 ,NH O(3)GiG3)%S() MAT:TO137

CZ I') /LLT4(/ PPR7)N0C(5 Ar

:C0 M M\ /R/N EI i 4T:'ST,CLWA() MAT011
c c - mo. /%DjE:~/ qpr;O-,3)NREF I 7, )SU C_4 1
COM0. /L4IK/ 4L(4 (I.HXC A ( ) H-~(5 , A( 5. LCOL ( 3),LTAMATO';13

4 ).-.A F'CN)'45C)Ix(,UO()PuPR5))P MATZ 10 1
C P.OC? /P4UM0/ MI'J'4P( ) MA4.T 3 C 2
:MON I-AX1 A 45 4P4P:-3 MTCO.c 1

C 1) MCN /GAO P T',I~ IA~.ZCS.ZPRA~I,~ PCR 1 M A T 1
~C-MON /STJV2/ JE~TZZS(7)NLCMANPE 4AL2CC1
C C "MC /LPjAOCV/ LODI.4 , V

I ;CMO I / T 00)j./ M X~C ( T 14' , PUC0 NU MPR, SPT V N LS. 14UR~ A r c : ; z
iLE:Cmo /PUP pjp , AT11122

:CMMON /,Pimp/ ;pimp(-,3) .~MNIOA MATC003
CDC-l /PTIVP/ PUMPF( A~~I~4RAMMICS MAT~3C2
C3MN /G.O/ ;;T (I-,MF!PJMOT.ZP-RLM.ALCI MAT3Z,

CC-MON /PPV/ -UMPCC.!P~wOTR.PIPMPCZDNAO NPMCRICST4TC

ILE OATOC029

SF.c.3,% /o3r OUO LFIOSMPUAT1Ot4R~iMNC M,OC3c1

Zo--N /4AT~-%t144T7-NMATO3013
CCCm0' M RA R i.MO-'NSAKIVR*dRWMLI MATO:C5

SCAPLo /'AL PUP _S FNT MATO3CbI
C -1M ' 1- X 'A MA TOC 53

C"N NOM 4;MMATCO^58 I
CC-ONLAPC P/ P:- MATO04

LA ~ MATC5OA1

_____ ____ ____ ____

~4A G-- -

'-IMATOC- 9
C AOC3
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MA T00i
. ... 0AD AND JRIT.- PldL.m PRO13LLM TITLE MAT 3 564

QAD- " IN. 16Z CC C A T,4CS.;
.R:T: CIA T.65. cCCI,'I.I4C) MATaC:67

C MA TICC68
C .. .RAC AND iRIT INITIAL DATA MATOOD69
C MAT00370

RrAO ('I%, 821 M14:2C'.MAXb.MINLEX.IPUMP MATacc7i
-CD ('';2. ? 3 '4:.AMaMA.IFL^CJl.ILAX 4ATODC72
AD (-IN, 48 ) [NTiR.ID,IFGS.IALP, ICRlIT MATOD.CT3

r, r (-!WCOST.EC..) ..RITr MOUT,1:6C) MAr3 :I.
IF sRYM.~.~' TT7 (MOUT.990) AT07

Z r3...FC:.2 Rt (MOUT.I:IC) .TL7
IF CIlz!S.C3;.! R:TE (MiT.A2O T2C:Ta
IF (Ij'TrC9.2D.'~ .4' ITZ (M,;UT,1 3C) MATOCD79
IF (!i-.:. .AITE (MOT,1.i2C) MAT;:V
IF (IL.~. A.ITE tMQIT.15C) '4ITOD2D

EAO (%I.-, C.J,.DPIN. IUMAX.NCACAV,N;NEM-rG.NPUMP,N4LNSTNCI3362
:LA S. C 2 J ' C MATrC 83
2 tAO c"IN.,37: ;JP)LA%.DPSPACE MA700C84
20 1'. I=10iS MATOCC95

EXC&,/F C 112. '4AT3ICC.16
C C.%T 1 .; MAT32:87
30 2' lI:,,J MArOc~dd
0 0 2: J:. fQ MATCZ83

NCC I,.I):,MATOOC9G
Nlp".p~lj=. -ATOCC9C.

NPTR( IJ) MAT3C392
CQNTI%UC: '.ATGO393
00 3c J=C,2?i MAT00094

CCJ :D * MA TOC0O95
SO_ 3z I=c,:cc MA TO C96

* MAT C:97
WCC4TC 0 ): ATOI9

3: CCTP%*.'_ M&TIC C 94
READ M\' 0 3AE9,TRATC.NYPIPESAPIPE,-PLPE" 4AT301:3

MA TO : ; 01
IF (MINC0iT. !.. ) 30_ TO %C qTZC

RED( CN.i.,::, (.LCI).I:JNNORM-I.NG) MATO2GCOS
'.RtTE )M.T1. CI.L(),:NQ.,O MAT3CX29

42 <CAD ('C',.? C~IT,<;MXLIMt'AL,SIMdAL M4ATO IC5
IF (NCLA..3.EG. -2LASSI*A I
.P'TE~i.~ N.N4.I2MAX.1JMIN,NNEM-RG.JN0RM.NSCURCt,NCA:AVM4ATO31.T

..NPU-P.NVL.NST MA10108
.i C TE (4O2'T,112:, I A..IRATE,NYPLPE.SVPIP:, PIPCM MAT20119
CF WNuMP. 0. I GO TO A9 MATJC11

C..C-I-PUT/CUTr'-JT *UP )ATA MTC1
C MAO;113

9~.0 1I.I7) Y'UMO,SVPUPI.P,PUMPEF.POW'CST,PUM4PM.PCZIFF MAr0CJ4

i~vt TE (MOJT911A. 4PUMP,SVPUpP.PUMPEFF,POWCOST.PUMPMPCDIFF MAT20C±A
MAT^.C 1

. HIAO !N OATA FJR £AC)4 PUMP -- MAT00lIS
C MATCO19

WPIT! IMOiTe1'I MAT0OC20
10 57 Izl.NPUMP 144TOO121

REAC CMIN,!.CI K,PML(K),MPMIN(KIM4PA(K)LPUCRIT9)PPJMP(K),MATO122
I STARTCK),PUMPFCK) MAT013

l~w, '4
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IF I NO R'. AA0 (!j, 98C 0(PCN(I.J).LPCON(IJ)),J=l,NGJ MAT00124

OF~ ~ cPp9~).T3; PUMP(I :.. MATOZ125

READ 41 N , 2 5 flJm p mR( I J.:1NG) MAT30127
WRITE CMOUT 911: K_,PML(K) 9HPM tN(K I .14PMA KC K LPUCR T ) 0START( M&TI 128

1 K) MATI%29

C5' CC74Tt'UE MA TO,~130

... C'ZMP'.TO LOAD.'1 C3NOITONS DATA - -MAT C3132
4AT0 0133

Or' 73 J= 1.A 10 40 134
oc sO 1-,NUip 4AT0015

WITE (MC0T.120') J,I,LPUMP( I.J).JPUMP(I.J.flPUMPHR(I,J) MA r ;136
IF (L.PrMP(I.J).0.:) GO TO i.T ~AT3C!37
IF (PPURP(CU. ,T..) WJRITE (MOUT.119:) PPuMP(1) MLTC:I3
3"pu~p(jN,;-UMo(j).* MArI3139

6: CONT ONZ MA rC-:14:
7- CJKTI NJO-r34

IVPU -P).IRATEC&VPUMP MArl 31*3
C 4AT:C14*

Si,.rIAL~i DATA -FOR LOOPZO NETWORK MAT ::145
C MAOC14.

8R'AO (MPN.21:) PCA 'Lr,ALPA.GMXRTIO,zmcosr,GZMP7-RMXFLCIT,MMAr11L47

WIE(MCJT.1-Z-) 4XFLO IT.MXLPZT M4ATOC14

C MA 01l5i
C...A' O1'P, EKZAVATI0N COST MATO01!5
C MA )c ,3

IF (N' xCAv.CQ..) '1 TO 13' MAT31154
O 9" KL=1,NEXCAV "ATOC155

9 READ (-IN,12s.) LL,EXCAVF(LL) - AT3156
C M Art057
C ... VALV- LOCATION; MAT00158
C A rC 0159

1C'IF 04%'.GT.0) 4-4 (MPI.98 ) (PVLCI),I:1,,NVL) MATC;169
C MATIC 161

SA;NUAL. CAPITAL RE:0VcORT FACTOR COMPUTATION -srOC162
MA 0 ' 6 3

PIPAC:XSTOAC'4.(.-SVPIPE?.TRATE.SVPIPE MAT0Q165
IF CNST.E!;.O) jO TO 103 MAT3C 166j

MATIO C16i,
C. C3 F4ADIINLS'ORAGE ELOEdATION MATC:1.d

MATII

WdRITE (MO...T,12 ..2 MAT.:171
DJC ll I1,11NST MAT09172

11. o011" ('4O..T,12;) I,STCO0ST(I).STMAXACIrol~ -4
1Z: CONTt'.4ic MATOOLFA

W91TE. (Mr,12( ) MqAT00175
M4ATO.' lb

C ... P!E COST (BY CLAS:) MATOCI?
C M AtCZ11Th

OC 13' l:',XO0MAx MA1OCT9
DO 13r J=1.NCLASS MAT0318:

WRIT:- (MOJT.11,?) 1.tAi(I,J) -- MAt30182

C MATOCIBS
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C ... NOCE "AtA 4A TOO 186
C IMATOO187

4EA0 r IN.08GT (S3UqCE(I),1:1,NSOUACE) MATOGJ 8
'0 I4:_IzliNJ MATI C' 85

Q CA A (M. N.124,11 K* LV(K),(Q(K.L).L--t.N0) MATO Z19C
REA-, CMIN,13;C) (P.(K,L),L=:.NQ) RAT 1.'9'
WAITE (MOUT.:512 K.ZLV(KJ .(PR( K.L) .L:1, NO) MAT0192

141 CON TI NC 4ATC2193
WR~ITE (MO.T,11.!2) MATOX59
OG 15- IZ1.NJ MhTOQI15

15C C31NTI%U5 MAT30197
IF (,F,.OOt;.Nlm.1 SoQ TO 2.10 MA T0l19A

c MATOO19i
.C;LC;'.ATi_ IITLAL TRZZ FL2.. OISTRIdUTION MATOCZIC

3c I.: I='. NJ-' AO;
3C 1':Ji.J ATIDI,3

1(1~M T J C: AT2 ;4
In C C' N T I JE MAtZC205

%Z N i- iMATOCZO6

c MAr"IZ03
I2. ND5 I q'. A.: SOUT ION -VEdT OR- MAT0020ON

C MA 101210
C-. 17 1I;!,N:; 4 AT00211

K=K-l IAT00212
10-1(K)=I MAT.20213

171 CDT'.CMATl 214
c MA 'CC211
C..--RAI- 1% COEFFICIENT MATRIX MToi
c MAT101217

READ IMN1~)((f,AC 1.J),L,A(L,J).J=1.N.i1 MA tZ2 1
Dr, le: I:1,NJ-1 MATI:21

WRITE (MOUt,.13!23 C(.JA ,J).:..-)ATCC2CC

If,; CONTINuE M4TDO ZZI
C -!AZZ.22
C--.C NV-ZT HACK TOJPRIMARY LINK NO. MAT03223
C MATO122,

DP 1S: K=1,,Nj-l MATC.Z225
IC 19'. J=.N.) MAT228

0(0 N(K .(KJ IMAT 22227
0CNJ.J)=O, M4Ar122

191: CONTI'JJE MATO :229

OC 21-.~:. MA732 1l
NOLA"(! 1 ) =N14-1 4 AATZI2!2
I1= T MAT:.;233

c MATC 3234
..... SE :TIC% DATA -- MTC:23!

C MATC3236

IF (1OI.E15ACMN,13C,) Q(I,,L;IN) MATIO238
IF CICLAS:Z41s.E3.0) ICLASSCUJ:1 MATC0239

21, CONTPkUS - - - --- ~ . MATOQ2a
IF (MCPASII.C3.' GO3 TO 23: MATO 1241
DC 21 I:1.,NS -- AT03242

READ (2.1371 IL,1T0 MAT00243S
223 CONTTNjC -- 4. AT3C24%

READ(.1i(ILC().II()MA().:,S MAT03245

23 I24, lz1.NS M4ATO 124i

IF (1MC4ASM.Z.J.5* MINU)(I)zIDMIN MAF0021#7
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IF I"CKS4.%AMhDI OA MAT03248

IF CI )NI)L. -; N: A ,(0"'1,IA: XI cI)) MAT Z2%9

IF (IDAUI .L '. 1,.) MA)I =,A S(IDX(U))- MAr00250

10 \CIA AiI( 1'( ) MA TO 251

ID X(I) zA~ Ix(Ij ) - MAT 0252
NO=^ VAT00253

C MA1'00254

C *--SELE:T'ON )F AOMIS:!IBLr- DIAMETERS FOR EACH PIPL MAT00255

C MAT 30256

IF It(). ;.'1 I I =)IOMAX MAOO5
MATO 0258

C .. .. XF O!-i4ETR ON LI*4K I MAT00259
MAYO 0260

IF (IXz.CtNtGO TO 240 M400.261

Nfl MATOI2C2

NOlAm(i )=' MATO0C263

cI.:))[DI- -A!O^264

GO '3 23 0 MAT03265

2--' CDNYIN. - - 4ATE..f,

00 25: jZ1.N.1OIA54 MAT3:26?

-( I,~J=L)AT(IZN-( t))ODPSPACE-(FLOAT(J)-A.O) MAAT0O0 d

25: CD ONNr MATYO2.9
ICAC0 ):NTL( ,NIAC )))MAYO 270

25. CONY! 4J- 'MAT;:271

20' 27' O:LNS 5401C272

LPFc(PO'E(I))=l MAtOC 273

27^, CONTINaj- MATOZ274
MA TC02 75

C... ~tT7 SEZTION DATA~ AN4)_S:LECYE-D OIAMEYCOS FOR EACH PIPE HAT00276

c MATYO0277

,0 284 O:Ni MAT02278

ACNOm( 1) 4AT.279

wR I T-- (MOUTY,15 3) oP IPE C I) AL(I).-4Wh( I) IDN( I OXI) ,CLASS( I MATO 02dO
NO) MATG.281

29: C aPT IN L: MATZ:282

APRTY (MOL.T,1.0 MATOC293

3" 29. 1=',N; MAT.OG28*

WR': T COXYI.41Z JE AT328A
COTI-,J--MATOC02,37

4Aro;267

. TYQE5 OF PRESSIUR' CONSTRAINTS -MAYG3,A5

NP QG - -ATI.29O'

4s, Q= "AT00211

NL:G- MAT30292

I- a=. M4TC:293

REA (M01N.48.) %)H--Q(L).NCS0:3(L),NOLEQ(L) MATO:295

NmN mE3%'C0NOMEOL) MATC0296

OF (L.L-.NN4RM) ~N1zMEQ MATC029?

NSN~EQN.-JiCOCL) MATI:23

NLO : z...0NOlLZ(L) MAT00299

LOAOC3LCX,=.ST.I MATIECC

NCOL:NTJUUMPI .J*SVL.NuSEC(L)*NOLEUi(L) MAT0:3Cj

L3AOCOCLL :)LOAOClL(L).NCOL MAYO C 302

LD"VPTM (L):L. 3 COL(L ).NQPUMP(L)*NVL MATOG303I
C VATOO 02

C s JRITh.(M0'T.25)LvLOA0COL(L) MAT003:5
C 3,825 r3R4AT(/. LOAOCOL(.,IO,.)X:.jI2) - - -30

C 4ATC 0307

3Ct CONTINUC MAT00308

'4PrG Ow4O.NS3E0.NLl,; MATOC3C9
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DO 31' I1:NMiJa.5Zl MATO031:

DO031, K=1,3 MAT:311

I PJ( IK*=):3 
MAT 30'312

ISTOR(1,K)=. 1ATC313
31. :ONTYNJE MAT0'2314

IF (NO.EG.L) 3,j TO 331 A301

30 32: L=:.NQ .4A t031?

3!CONTINUE MT01

33! IF ;N~. 0 TO 351 - 'AT0CJ21

IF 5~i.2. j TI) 352' MATOC 322

00 34' =,^ "AT7323

34^ :ONTIN~.A 14ATI325Z
35C IF INLzl -. a O,3 T

tL~Q.)-~M-Q..., ~*. ATZ3327
IF (N-E.!) ;0 To 3R-: MATrl;

Of' 3.1 L=2.NG MA T. 329
!LCL-I)(-).WILEI(L-1) 4A0333

36' CCNTI!4-2E MA 13:331
D0 37^ L=.,NG rM4T033.32

IF (NO CGL).Ej.1.) IHEG(L)=C MAT13333

IF (NQZ;EQCL).EQ.') ISEO(LIU mT;! 334.
IF (NO. Q(L).Ell.' I LEG(L)=O -AT13-

3%2 C0OJTINUE MATO 2336

36; wRITE (MOJT.99J' 74d-Q.lHEQ.NSEQsNL-"0 MAI 3337

C ~ A~A ~~t37 T;4E t ZF;1Z1!1W MAtRIX~ MATCC339

C MATO;340

LICOLC I )=LOAOCOL(?4Q-1) MA TI 0341
30 3Q I=I.NS M-PAI 3G3'!

LINZOLCI11ILINCOLCi) NGIAM(I) MATC:343
3~ COTI k3E Mi. IC 34-

NCVARS:LrNCOL!1Z).NOIACIJS) - - -- ATC0345

IF MAA'WMI'4.E3..) NOVARSZNOVARS.NEMERG -- MAr::.346
IUR2AN~i.1.N2M4TC347

IF (NS .5T.3) \;LTR90.1-N9UROo.i MAT 10346
IF (NPUMP.EQ.31 G0 To 1130 MA 100349

C MATG.352

C ... C MPUTE MIN ANO lAA .i!AO ANO IVITIAL PUPCOSTS MATG:35.

C MATOI352
30 41', I=.,NPJMP -AT3C353

P-L() RCr(PML(I) III.35
00 '.1 JZhN:%; RATOC3-5-

MATCC356
HAXdIt,jb949. 4ATLO2357
NMIICI,J):3j..4'MIN(l)*PUMPF(I) *PPUMP(I)I('.ATDEN*Q(PMLCI),.JMATC.356,

1 ).pjmp( I .J~i MATO355
IF (PM (I.T9 .)GO TO 400 MAT'35i
40.A X( I .d155 1. -,4P M&x (I ) -.~fIPU RPF(( I ) f t ./tT OEN-Ot PML ( I )JmA TO Z 61

1 ) -CO 1MP I,.J) 14A TO3 il

401 CONJTIP~3E MATC363
IF ( HP MIN(X.L T. I. )_ 60T 0T 410 -- MAT00364i

K:LPUCM1t U() MATOO36S
PUICOSTZPUMOSTc3EPMLI),..i-PUMP!(I,KPPUP(),HMIN(I,K.PUMMATCS66

I CPO**'PUMP(II '1*T03367

- PqC :ST:-DpuM~l( I.9U!MM.4PMZN(I).QPUMP(I,K) '1*01368 I
EC:T=PPUMP~l)..,.MPMIINI.POWCOSTPU~qP"R(I,KI.OPUPIP(1.K) MAT700369
WRTE (1OUT , 1432) I .KPUICOST, COST ,PMqCOST MAT30374
TI§COSIZTIPCOST.PUICOST.PM4COST.ECOST MAT00371
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ol2 CONTINUE 4ATO3 372
MAT 1 073

*COMPUTT- 'UMP:OST CZOEF1IUNTS FOR BUDGET ROWa MATC3 714

C M4ATOJ375

00 42: t:INPUMP- - 4AT00376

J=LPUCR ITCI) MAT0 3377

IF (LPUMPCI,,J).EQ.C) GO TO 420 - ATOO 378

KKZLOADCOL(J)LPUMP(I.J)-l MAri337i
F MAT00380

*COMPUTE CAPITL..MA[NTC'NANCE.ANO CNCPGY COEFFICIENTS MATOOC361

MAT1' 03 382
PUCC'--(I)PP'UMP~CIUMCOSTQ(PMqL(I) ,J).QPUMP(I,.J),4STARTCCI T.PUMAT3383
Mf.C-;!-STA-T(I) MAT0384'

IF (M:RSli.E,.,) .4AO (,t,137,) PUCOEF(II MATO:365

P ::T:-PJ(Tf)UPQ4.ATENIPL(I),I4.GPUMPC T.j)/(552'. PIMPFMRTC [8E,

(')) MAT3C387

HP:C3ST/PiMP4 4M3'8

C::Sr:T4~.'.:33T~MPNAC.J)'4
AMAT(NRO.,KK)=PU20E (U)-"C0ST.ECOST '44',339C

.T T (-OUT .144C) I,PUC0EF(I)4 PMCOST.C-COST MAT231

627 :D'TINJE -AT:C392

43;, MRr MJ,~: AT00393

IF (NHE3T.3) .RIT- cMOUjT.14'Z)- 4AT0:394

[t' MAT 333 5

LQTQ:' MATOC,396

IL~P1l MAT003i7

NO401 1 I MAT00399

44' IF (I.P...)LPTRZLDTR.NO(LPTR)-l MA103399

AEAC (M1N.4aii 4rATusTR.FNL.NO.IM:S

IF (TPC~)Go TO 6.C '4AT004Cl

19 (IA*:CITYP).CG.:I JPC-F(NFINISNLOA):NSTAR 4ATZ^:4;Z

IF (IDJP.hE..) GO To 443 MAT00443

C 4ATOC404

C... %ON-IJPLIAT.-4--4 PATM CONSTRAINT MAroo4O5
MAT 0 4 0

REA,-, (F IN.;80) NO(LPTR) A 0C

NZLPTR.NO(LPTR) MAT^2438

R-10 CI, ;) 3R(K)KLPTR.1.Nl MAT3C409

O), 45. A:LPITR.I.& MAtDC41L

NO(K):= EF(IAI3CNO(KI)).NO(K4/IAtJS(NOCKI 4 MATCO*l

*5? CONTINUE MAT0O41?

IF IIA4SIITYP).-3..) NPT4(NFI-4IS.NLOA):ITYP4LPTR 14AT00413

IF cIAlS(,TYP).NC.2.) GO3 TO ',70 MATIO3414
%~'RN~IN~,NL)A):TTP.PTRMAT I Th15

IF C[~.T.N.O.T)REAC CMIN.98G) MAT3341S

IF CIT7P.LT.j.A'4Z.rSS.3T.') READ IMIN.980) *ATIC417

It M).I.C.:.AZNO.TNDM GO TO 47,^ MAT30%18

..E [04yT:LVNSTA)--LVCNiFINIS)-PRtNFINIS,NLOA) MATDC%19

IF (M'IGHT.GE. .4 ;O TO 47: MAT0042J

DO 44: K=LPTR-,.N MATQ0421
NO(K=-,i(K)MAT03422

* S CONTINUE 4AT.33,23

*7-, IF dCTYP.C2a.-' GO TO 44C ATC

NI :LP'rk. MZT0Jt25

GO TO 490 MATO 2427
c MATOO,26

C .... QEFC
4
ENCE SAME t4CAO 'ATH AS IN LOADING IDUP MAT03429

C MAT0I33

4RC [F (TA0S(ITYPI.NCC.') t5 TO 9C mArcO431

NPTRCIl TNI .NL3A4=tTYP.TABSCNPtR(NFINIS.ILJP)) MAT00432

IF CITTO. 4 .T.l.ANO.rPM.5T.J) READ (MIN,98CE FAT)12433
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IF CTYP.Lf.O.AN.S.3T.1) READ (MIN.98.) MATII'.3A

IF (I :.C. 1 G0 TO 4 MATOC435

N41l.NO( ;r SNTRNLOA)S.lOA ) J*ATC:436

C MAT0O438

.... ENF0RCEC'PATHI CONSTRAINTS MAT-439

C 4ATZ044

IF (I:UP.ra.z) PPTA(I)=LPTR.ITTP/IA8S( ITYP) MAT3O,42

IF (IOUP..J.Z ̂C 0G TO 500 4AT 00 443

I F (tTTP.F..I) PPTR(I)=NPTR(NFIN1Z.NLOA) -TC4

- F(ITYP.NE.1) PPTQ( t)*IAdSCPPTR(NIHEO.(IAS(TTP)-2)-N.EQIOUP) ).IMAV05A%5
.TYP/IA-SCITYP) MA-04

NI 1ANiSCPPTRCI II 4ATTO447

Nzl SPr~ ).N43( tAqS(PPTRCI) I) -A 04

5C: lF ( IA l;S( TP )...)3) TO SIC -A TC ZA 4

%S N7ART(I)='NOAR MATSS45S

'PNSIAF(I)-NFSTAR MAT33451

51 NIAD.C )NOA__ MAT53045.

IF IIE. WHIE.J~N TE (MOUT1470) MATO*53
IF CI a.( S.).AN0.tjSE3.GT.C) WRITE (MOUT,I480) 4AT;3i54

C MATO ;5
.* CorqSTPAINT DATA. 'NCLIJtLING THE SEGUENCE OF PIPEa MATC456

MA TO3457

TGI:NL~iA0(I MATOC458

dRITE ( MOUT. 14; 'JSTART( I .NFINISH( Il IGI,.(NO(J),~J=NlN2) MAT03459

btl I::. MATO"3NOO

IF (t* TP.0~ o TQ 55 MAT00461

C.......40Tl-'. MU' N CI AVSI ~fCNTAN AT00462

IF G1.C0 O TO 5!: "AT: G463
C AT004.

C 'IATOC46,

D(MIli.98 3) (I~cMATGC467
.TITEI T13)I~I.JJIIM MAt3V468

0~ D 52^ Jz0,IPM MATOI4i9

K:-IA3S(IPN(L,) MAT7 31-

4C>IR1I iHC.IDRII -FLOAT( ISNJ.MMIN(KI0I) - ATC.7

52. C0D4TLNuE 4ATA473

53C 'C0 4T , 7 MAT::471

IF (ISS.ECj.0) GO TO 5- MATG,475

C. -STODAAE- AP.IEA(I.:; IN THE CONSTRL.INT MAT:3477

0--0 I"IN.,8C) (I!TORII.J),.jzI.tSS) MT 7

.P:TF IMOJrI;3.:) (1:,rOR( ,.J).a1.ISS

54.. CONTP-NiE MATOI48I
-- / MATOG462

C..--CC4PUT.TI)3N OF THff R.O.S. OF THEO CONSTRAINTS MATOC83
MAro^.I*8

IF M~wMLNC..ANDNLOOCI.GTNNOe~ c1):d()PR(NFINISMIi,.AT0046
M4ATS 2487

55" 00 5a, .j:NIN2 ---- -- MAT00468

L:ZAR(NO(I I ATC 3485

SN=0LOAr(Nj(.J)/L) -. ATOGI19C

IF (AOO.,Q1IO..-ISNZSN*QLOIAL,I ,II) MATCO-i9i
KI(±LINC3LIL) - - ..- MAT01492

K2:R. .NOIAMIL)- IkI-C4
LL:Z MAT00494

C MAT:0495
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C .... 1~ OlEARIA3LE.3 MAT00496
c MAT00T497

')0 56' K=I.K. MATO C498
LL VL L -I MA TO049
A" 1, 1 1 K)GRADI Ali( CGL, 101 ) (L,LL) Hw(L) )*SN -ATO^.5OO

Cb ONTIN.CMAOOO
IF r.~0A~.TPG1 O TO 591 MAT00502
IF G3..2Ad.AA(TP.TUo TO 58C MATOCO33

MAT3304

.---PU'PS ANO VALVE. OLEM'dTS 'KAT02505
MAT30506

.0 57 ~.P MAT005G7
K=:'NC [.J) MArcCSO
KK Ad2. (K) -AT00509

17 CL J'4P(K, I1T).--.[) Go TO 570 '4ATO-35*^

A-2.TCI,kKK)=K/K< -ATC051U
57: 00NTI:IU: MAT 00513

c MAT30514
. j~ ..:~ ALIES YA00515

c MAT 00510
8, IF (I, y.r-.i) ;c To 5c.0 MAT30517

AKK=LtP-PTR( 0.1) 4 ATOC519
A-.r I .KKK )-j ., MAT00519

0- C K KA J =PE.NTA0 MATO 0522.
:F (ITYQ.T.0) :(KKK)=',. 14AT30521

LO MVT (I , [.) LJ "0
0

TR ([I[);I MATQ3522
s:IF 3r0,Ei0 .. O 6,3 MAT7C~523

"ATOC32%

Co . ST 04RArz- LMEN 73; MATQ5
MA'0o52.

Co 6- J=0.Is30  MATO.O527
K~t2.TOkCI .J) MATC:528
KtAa,3CK) MAT 00529

A"IT(.KK)ZK/KKMATO035.3
AMIAT ( NJR04,KK) =0T0ACAF.ST0IOST(J) -MATOOSOC.

C Z 0T I %, M A 'C532

C--.-CHECKPN,0 A_7AT[Vv B(I)F3R PuMPS/STORAGES/r4EAO SAIN2. 4AT0:33'

61. !F 2.0TO L5G MAT 00536

02. 07 J0.N~AKSMAT. '537

64 , .LiN ) MAT 02~ 5
I jMA T ; .C

I [:-C ii ATOC543
(!Typ.:l.2 ..O To 44C -AT30544

4AT0-545
MATC354*

A- T I 0.AS0CI)1 MATOC5"7 '
4ATO05 48

C0 .. AJ -,':T~v IV .10AK VW.CJES FOR RELAXEO LOIQP/S,0URCE EQUJATIONS 4AT::549
MAT30550

j3' IF (PDO;I( I.T~ T3 646 MATCOSSI
'4-L*-', .,.Ax. MAT00552
iAA T( I NSAC*I0AA C MATJCS53
2.0 TO *0mATOS54S

61,: .PT7 (14011, i 3 1 C %J( CJ) I.Jz I LPTRt MAT03555
067 , 1 . Nj MAT00556

OC 67' .jzLNo A05
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IF I J) -43..C0) NREF(X,J)=NRFI, I) MBTO.ZSSS

6?7 CC% TI'P.JE 4 O125

CO 6ft' J:1.NJ~ MATO556
WR !TT C MOUT . 53) £C (I,J.NPTR( ,J) ) *I= 1%J) mAtCC561

6.4' C-' %IT .14 14- mi rS562

!F GO\~R,2.)0 To 74- .4AT:564
*-AT0 15S

* 7M'PrJTE '4TE.C TI M PiE TA~EEN LOOP AND PRESSUJRE EGUATIO'JS 4At3:5( 6
.4AT3 0567

CALL ~OO(StATIME)__-lC*
LP Tkl MAT 4600569
K.2 -AT3007:

CC 7L -=,N 4ATGO571

3C IJ..72).GC0J- MAra,.372

'T.'C J-~OJ3'- AT: OSTO
- C .MATJZ574

7'0 K .,NOM EC(J).t..J.NOLE (j -Arc:ST3
ir ((.L' .NJaC(J)) %.1.tABiCPPTRI.E(j)-3 MATOO57.

1 .J..-)GO TO llC .4AT0:579
IF fl()ANjKL.JHE(.)NJ Nl1A3S(NPTA(A(-NJAT0579

(K.T .'JGH3J)-NJ) N1l'AdSCPPTM CILEO(J.(K-NHEO(J)N.JMAT0CS,1
)-1)) 4ATO 0582
IF ( &.GT. i)H--,( J).N...AtO. I.E.ILEGJ) -K-NNEG( J)-N.J I) GOMATc:S83

TO 1MA IC C584
N INC M AT:: 58t
JO 7- L=:A.3S(PPTRfl),.1.I13S(PPTRCI))-.N0(A9S(PPT:A))) MAT03586

IF (IA83SCNOL)).NE.lA5SCNO(M))) GO TO 69C "AT258i
1L LI N K~rjL I N K - 1 MAT00559
LCO"'(KINLINKI)(NO(L)/O(M))IABS(NO(L) CMATOC59:

6ir ;N T, '4j~ MAT:: 5 91

7 c CJN r j. MAT OCs 92
I i N- '.E 3. G 0 10 1: MAT:Cz!3
'3C0M4 P~.11 0 1 MA T CS:594

LOMK'(.ICJ- MAroCss9C

I' C~G T .CH GJ) .ANO . I. CN; HE a( )- N.J) L C0 (K I: K-NOm 4A t 3: 59'

IF t.rAC.nN. LCIMCK )K-'QEutj-Nj-~JIL~l'(J)- MATC593

C K 1 K- '4Lt '3O.
7.: 'Ot.T 1Nu MATS '.11

IF '.C4~.3,0 TO, 720 -4AtIo32
PTCI-*.;7-NS - 3)LPYR WATCC

Lz-O'(LPT'r)=JZ2M 4AfO:,O4
I-PTC=K 1 MAT3IA2J

"1 :L-TR.L 4ATOO6C6b

72- COTII..,5 -0T0IAC7

73' CC,!.T! .U MATOC638

CALL -.O-Cc'C (NTI .4AT:06:94
3T ATI "5.)T I- -S T.T IME MAT: 611o

.RITC CMCJT,11%;3 STAT1'4E M4610611

C M4*100613

c St1-4 - RM TC I Eipr,,4 121.3A.3) MATO CG614

C sA .I T 5(M3jT d ;-oCI *LCOPCI ).Iz,LPTR) MAT101613

64A.~6 MATAtI(LOM.I,.=,33 - .*0616

C M4ATOZ617

747 NPC ON=- .4611161

IF eCI'J"P. 50. CIO to lq MA TICA 19
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RATO~b2I

C ... CCV~.uT E PJMP CONSTRAINT COEFFICIENTS AND RKS ELEMENT MAT30621

C MAT00622
NPCO0,1- %UR 3W-.T MAT00623

00 7' J=I.NG MATCC624

IF (4Q~jMPEJ).2. Go TO T?: MAT ' 25
OC .1 I:1,NpLJm~ 4ATO!62(.

C1 A0 062 7

C--- .C-ECX POR F~~ O; CONSTRAINT -MATC 628
MAT00629

IFCL PIJ)~.~ GO TO 16: MATC063C

F ( NO :I.ANO. 04AXC I )GT.9'00.) L;G To 76. MAI011,31

!r C-P:,IT(I).'oZ.J) GO TO 74: 4AT:C632
S(APZqA(j.jT.ICOC.) GO TO'750 MAT306033

MAT0063-

C~X T I'~ CAL.0' LOAI1'v
MArO:i36

'0CO NP:ZN2 MAT;C637

K-L)OCOL.J)LP'AP(I ,J)-. MAP) 06.5o
A.ArcNP:J,K)=JAT]EN.GtPML(I ),J3 *PU'P1 l.a )PP

1
,pP( I)/(55C..OmAT.;.39

I p (I))A104

;~('C30ai,J).E..:) GO TO 7, MA .42

C . L'GZCf.4. HCAI ;P> tIOUND CGCNSThA3NT MATCi'..
C MA T, :it

MAT0.

' :=3A3ClL(J)-LPJ?P.J)-. 4T34

< LA: O )(IJ-.UP(P:N o-;(IJI1- 4ATCO.48

1-47CNoC3N,Kli!. % ATS.64 3
A MA T(NP:0'4,K2)z* C M"ro:6~z

* MAT:: 65i

7o ONINE AT 3652

710I 
TN~ MA; ̂,653'

%PCO,,='PCN-t0U4LI.d-'ST -ATC?654

CGPP..T- RAS -5), "AAIwU' STORAGE *,EI0.iT MAT:656
N ATO i57

7C l, F a' T.EJ.3) GI '3 32: MAt~c.55
DC ?S' J, NT -T35

A" *T( N:T 34J-1,J)=1 *: -4TC:..l

79' C-INTI.LC AC:

I A.C. . ... AC ALA'JC- CONSTR-INTS FOR RELAXCO1 L3OP EQUATIC*4S *r:

C MAT:; 6e

"1IF ('!'-LIX.E;. i ;J % 3 3: MA 2: 66-.
,KNPk5.'N.;%rNP:,JN.I MATI i*S

1o 8:: ItN'E!.l,NP-G 4AT3:a6
IF 3uT(C.T)5 TO S., MAV ',b

KK=KK-1MATIJ67:

OC -. Ir Lz.T., MA tO I71
IT I. .I:1 .NOI.E.IESJCNOEO.JICL:J 4ATZIC67

IF (.G.I.I jAN..E S (.)N0QJ1CL:J "At :673

I: CONT I NJr MAT3'74

K--L7)AOCL(L).1ii>JMO(L)*NQSEOL)*riLEQ(L) MAT 0 675
IF ( I LE. 14L -N;CO) I(:L.,AZCOL (L NGPUMP( L) I- I CQ L 4TI7

APA T C K )*0 MATc 1.07
Amcy(WAl.NO ,4S.NSLAC(.KK C--i.3 0AT::b?8

rlIF I -W -%i Sf (K9 J:SI 006AL .qATII,.a:

8,': CSN-TILJV MATO:681
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MATO 0682
C ..... COP'JtC- L:ZE 3F C07OF-ICIE'. MATRIX PqAtOO35
C 43 M WZzP--N; T-P 1-FRELAXMAtIO 684~3 ~ MATCO6aS

NC OL NO10 AR S -N-OL A CKC.MRO SdR EL A X MA 703686
NPL A : NA -N ACK -PC 3N.TST- I NP.L A X MAT00687
NAM TZ:P,;CK-. N 7 J.MSE I NR~L A X MATC326A8

WRITlE (MOJT. . U) 'JOVARS,NPSLAC-.N0L ACK ,NART , 4E04SE1. NLC3,NS NS-At . ^-6
I NP'%,N'L A A .,4 MR .s.NMCDLS MAT: 160

MA T30S691
.~O~~LPJOT-9 CONSOTRAINTS - AT30692

MA TO3693
r 1:MArc^,694

0 C 8o: I =, N.. 4ATOC
!C= I :LALS C I MAT3C696
II= 1*: MAY33 j97
JO=L INJL( I~ MA TO :9

~L:~LCI.NJAMCC-LMAT '.19
MAT113703

00O ~4C JZJ1,..2 MAT:370TO1
L=L. - ATO:7.2
f-AT( I J)U.. MAT3;733
103:1(I .) MA TOT?
1ArCNdUMl,j)=PACQ.(AJ(1.C)EXCAVF(O) ).PTP'".JrL3AT(IOMATOCO5

1 )15.2 3. MATOC 716
84- CaNI kL 'MATCV7

B5T)= AL( 1) -MATO3 738
8 5 COiT IN.E MAT0:7:9

,' LACK:NML AC C.NtEL AX MAT3 0710
c MATOL7*1

C bUIL3PJG TA4E CFC1TMATROX MAT3: 7121
MATC )713

80' I..NMMO.S MATOC71~
J: '.V AR i.NMLACK-I '48TOO7:5
:F CISCtII.E .. ) C~j):0CTFAC MATO:716
08lCC I)=, MA T.O 717

A~A
7

I * 03 *MATOC71a

IF C...J.4.IL.8O.)C(.JI:PENFAC MATC1715
19 ( ! T.14;- a GO TO 9i^ MATS TC

C', C2~rN.I MA TO 172,
t 'jDw IMAYO: 722

MA TCO?723
~T UR 3 d L INC OL (:4 - N 01A M CNS 01. MATO:72A

I i 4.*E* ,; -A 0 MA TO 3725
MATCO 72.

:w..,rC ' X, -Z _ ;U".TION CCF~lCIENTS&R-LATE3 PMATRI> L.METS MO7

4AT' 0729
-87' iNjOM-. , MAT 37.29
CC*~X-N3J MATO:73C

I477 CC.TI%__ ATO73
:C0. %~).iOCM(JS)PENAC AT00732

-'(B-)W -MAX-TIO 05- MAT00733
99- 1=1 I1 ft"' 1 MATOC734
9- J.0).11-,4 MATS 0735
IF (TLOAD(I).El.J) AMAT(O.N0VARS-:NQ*.J3:1.C ~ .MATOO736

~4 :C'TIJ.. MAT0O737
MAY00 738

C3... PaJS3AR COUATIOJ' SCALING MATOOT39
C MATOC740

149CC 9: 1= ?.Npf MATOO741
BCt)PAO~CI MATOOT'12

00 9C_ -J=L.NC0L(l),LIN4OLCNS).NDIAM(NS)-I MATOC,3

T:
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AMAT(l,J):A..CALC.-AMAT(I.J) MAY00 74A
SC TN INU- MArac 74s

C MAT3O 746
C . SOR;-3E AND PU4P -CALING MA TOOT 7
C %ATICI4S8

IF (NS C-. GO TO 9 C pqAT2c749
D91. ,=.-jU~I.-LMOds MAT:0750

8f0 .P,;CAL: 'A(IU MAT300151
91; CONTINUEtA:C5
92' 00 93: J=:.LINCLul-: MATO Y~l

AMCTCN.,jRCO..JI=Ah-AT( N8URO..J)/PSCALE7 MATCC 754
93 CON TI~j__ 4ATO;75

IF TO -5C Mirl.156

94' J=O .NMC3L.S -AT3 7..
IF ( AR5(AMA'(LJj...-r WAITE IMOUT,lt-) '.J.AMATIIJ) MATO761

-4~~ -AO762
;LL tX IT -4T43763

95^, :0ITINjE mAr;^0764

9% _' P'AT ( 2%A4,/.A4) MAT3GT*T

48, FCRMf' (Zb151 MATOC769
Q9 PCvMAT c'.,. 4AXIMIZ-- .EIGHrEO SUM OF MINIMUM HEAD NODES OvER9.1 4 CMATDC77O

I ,- GfE~.C LOGA)EiW -ZUtJ.CT TO MAXIMUM BUDGET LEVELS) tI71
1100 rGOMA (t.H C21.JUGATE RAAorENT USED IN COMPUTING DIRECTION V-ECTOR)-AT3C77'
1:!. lrC;'4T I J'# V T, .aAZoIp7 USED 1.N COMPUTING, 31RECTION VECTOR) MAT:;773
1:20 E-0MAT (4TH z3-, 4THJ UZc-D IN COMPUTING OIACOTION VECTOR) AZ.?

120FIRMAT (Dm NJ !NT--:ACTION BET6EEN PATHS) MAtGZ775
114' FORMAT (47H t-.TrRACTrON 6TWErN PATHS COMPUTED IN GRADIENT) MAT.077a
1O0 F3'MAT (-!" SI;N I LOOP TERMS IN iRAOIENT COMPUTATION IGNORED) MATJ0???
1:6~ - FMA' (//,.-4, -L'hMIZE EOUIVALENT U&IIFORM ANNUAL COST OF MATI:778

1 'L3TQ.*3UTIO% SYST-'M *r~qSUB.JECT TO MINIMUM PERFORMANCE MAT.77?
- LJE.3 AT 0ELT,-:)NOOES ON -ACH4 LOADING CDNZ'IT10\ 4AO,9

107. F-44'I.0-Z M&T00781
1,'F04.%T (Zhm _CAD ND..I2.27M ObJECTTVE- FUNCTION WSIGHTZ,F6.3)) MATOG7A02

E~ ~MAT', .. ~.,52~0 MATTO 753
1'i F11, . ( Lx,;301 MATOI7S4
1I11 FZ MAT ( IA IZ 1 H. G_-* MRAL UATA./26X,13(SH:)./5X,43H NUMBER OF MAT 0C 785

1 .?:T;TN! ,I4,15X,Ao(IM-)/5X,43m NUMA~p OF MATOC7,36
E^ /AACI-)/SX.'0). GREATEST DOMATC:78?

0
u,-E, 4LL1E, I;~ !,~AC)5.3 SM.ILL ST OIAMEMATC:76,

,IL,/0X6O-lH-)5I,,CO. NUM,E4 OF OIFAT00Y69
Sg N 9L).1 NITIJIN,4/V.( -/X'1 TUM87R OF C.':RQGMAT7:7j0

&NC L AASI'4 C.)NII3 fyiR/,6(H/5,3 NUMBER CF 14DRMAL L04AT30791
7A'.Nt, ONIIN .~~X.I1-/T2MNO. OF SOURCE NOOESMATO^OA-2
q 1 4, 5), ( 11-I5 ,M 4, O i0F L1 N KS II4H ZX C A VA113N CC Io T3 X o15/5 XtM A 10 ; 19

N~c1-I5X.3 %U"TCR OF PUMPS .14o/5X,69AT0 71q
*I.-Ifl5X.3,34 NM~lA OF VALV11ES .I%,/5K.6.MAT.C?93

:."-)/ txv, 5# . I41aF S TORAGfS 14A,/5X.) MAT10796
112' FO-MIT (/x31 ;,N'UAL TOTAL BUDGET ,FIO.C,/'.X,6MATiqr9

CC0-b5X. lHt:,(EST RATE 9F5.2,/5X,60(MAYCOYbN

21-)'9,~MPY.-'_ LIFE IN YEARS .I4,/5X.fiO(lH-lMAT'3O799
.I/tX,%,A 2!.E 5ALAAGE VALUE RATIO ,F4.2/5U,fi2(lH-)/5XMAT33300
*.'H OIPELINL 'AI'TEN4NCE CO.T(S/IN/MILC/YRF5.11 qAtugalC

113: F02MAI (IIAX,l~l O'J*P3 'AA,/25x.12(Lm=)l MATaOSC2
114^ FC-7MA (.O1.)''R PUMP LIFE IN YEARS o51k6(MMT3O

'115X.44 PUM ;ALVAI;E VAL..E RATIO *425,O1-/MTOO
2),3" 2U-P-MOTOR CIMSINE) EFFICIENCY ,F..~.Il-/R3NELEMATIOSOS

_777 _=n
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3CTqI:ITT ,STC1/K.4R .F5.,36(I-)X3& PUMP MAINTECMAT0.d6

.NANCE :CST(s/1qp/Y ,F5.1#/5x,.3(1"-)/ 1,3 H ALLOW BLz: ST/ACTMATOOSO?

).jAL C,20t% DIFCRONCE,.S./5X) MATGOSIS

1.'5 Fri IMAT (I,~.IS35)MAT00809

117C FORMAT t(i PJMP NO. LOCATION HP"IN 4PMAX C/LOAO HSTART) MATU381l

Ile: FOP-AT (2.1I)2,,5)4.3F.5MAT00812
19' FCRWAT Ci~ 14P qP :OM4P)SCO OF .F2.:, 161 PUMPS IN PARALLEL) MATO C613

12:: F3~AA (9. L3A9 N)..I2.91H PUMP NO.,12,144 LOAD PUMP NO.,12.OHm GPUMMAT!2A14
JD .F..I- P ATENG HOURS ,F8.2) MAI36815

121'. FORMA' (6F1.0.2I5) MAT33Jc16

122: FORMAI (42H 4AAM4JM NO. OF FLCw IT--qATIONS/NTjdORK I13o/,42H MAXMATIZ817
I-- JF LP !T -4AI!NS/FLOW 1 MAT00819

12!:' F1QMA7 (33- 1.1TIAL STP SIZE(G201) MINIMUM ALLO. MATIOOl-

! ES0
0
UZ- - RATIO FIP 

M
INIMUM FLO CANCE,F!.I) MATC;82

-a'r (/jtt ;.)JITIONAL. STO0A.L ELEVATION CGST(PER UNIT ELEV).MAT010d2l
SSTORA,: :GST AA4lIMTMTZ^32

UNIT Zf3T(ACCOR!ING TO CLASS)) __CC2

I24, A Cli,5E,,F*..) MATCC8.17

123: - -1 /OZ.! %CJES hA/xI1).3a
* IN/&Ax ./.35H NOO0 ELEVATIOIPRSS:Z .. 4"TC2

2H 11. ALLJWED ,/,&0M LOAO:MATOId3:

3 .OAZ- .J4O3 LOAD4 LOAD5 LOAO6,29M LJAO7 LOACa LOAD9 LODMATOO4O1

*j! )MAT532

132C WCqMLT C/2 'A9, I S ~I ONS -:A TA */22X,I4C.iM),///22X.I9MPANGE MA T C3 ' ,
I OF':4LN LINK LEJGT M -- C- ALLOWAdL. CLASS.1OX,"AT:36

24mLL:TE.3X;a:mNa. NO. (FT.) OIAMET-.RS .12X.9HDI"ATDOS37

-AM-TRS,/22.,1M(IC4:3) (INCHES)) MAT3.^3

1:3' F04MAT (///,22-,171iCO*4UMPI3N ArA /I.6H NOO,2!X,SM(OPM4),/ICX,MATOROS9

-QH 6OA:l ..;AD^ LOAZ LOAO)4 _,LOAODS LOAO6.33. LOAD
7  

MATO838~

2LOA00 L',403 L AO::, MAr::841

135c PC.MAI (453,...3~.) MATOQS4.

137~ FC404AT (:A.5Fl:.') MAT :03845

142 P2MAT I2A,1 INTA OA OTO UM O 1 22MCIUL AT184

l 2v Ff4 AN T ,PI- 2 MATa:255

144 FORMAT /~ ,UM 2 N2O..tI IALF5IST BUOST OOFFC NS 3,M L:NTELNKC MAT2 iS

zCS=~..S Lma)T OST:.F8.2 'AT0:8$Z

141: F'PAT .1)x~ST4IO OPPPSF.PESR RLO OSRI MAT:. 355

14z: --'--A, i.7.I4/2X9I) --. MArj:54A

14!- FC3MfT (2.A31 -411AL TOA CSQOUMSO,1,94CITIA MAT^OSSG3

144- F101MAT t4HPM 'LNO~ESO1. C ..... - .ICE --9F 8 MANTNAC MA1ro~ss

149!P'MT iN ,1'93 SS4 COT,.) MAT3C857

1461 FORMAT (IX.I.7X.4./2,94 "AT30OAi2

ISIO FORMA T (I.4.8:%.214) MAT2,1667
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152^ FOR"Ar (1 .l-A3 AT 57URCE,14.Z04 LOWER THAN M1ZAC AT NJCE,14.34 SYMAT00868
LF.,4~~HL.., GAIN.; ON PAP4 zONSTRAINT.1149/.12.H EXIT CALLED) M&130863

153) FCRMAT (!-(4HvT.21..121.3 IMATSOA7,
1543 FORMAT d5 TR, ,2 :tIV-MAT00871

156.. FOPM&T (5.4 ZU"PUTATICN TIME FOR COMPUTING INTERACTION ARR&YSqF8.r.MATCdT3
II MATOZ874

1571 ' ORMAT C X//1,84CONSTRAINTS OATA,/1OX,l7('M=./X,4 1NLMEMT3I375
1.7 :F f)-l '3ON VAR1ABL..S .15,/5X938HNO. OF POSITIVJE SLAMATI)3876
ZCR VAR!ABL7S ,L5./SX.38HUO. OF NEGATIVE SLACK VARIAELES MAT::R 77
3 .15.15X.CSS.3. 3P. ARTIFICIAL VARIABLES ,15,/tX,31"NUM9-AT6iC?6
.OR OF -KrS;~UR. -7G.5. 1I5,/5X.31H4NUMSER OF 73,S. dElgEEN SOURMAT3C8TR

5CO, /X314UdlJ LOOP EG.S. .15,/SX,.31-NUMSEP OF MATC038C
EL GTH' co'STRA(r4rS 15,/bX,3A24NUMBER OF STOPAGE .4EIGH4T CO)NST'S.IMATGOAAL
75./5X.t'NMA3 A Of P~ CAPACITY CONST'Z,15,/5X.32HNU*l'ER 'F LOOP "ATI:aA2
SSL:CX cot.LrRAr[.'JS:5/5X.-9S~MIZE CF COEF. MATRIX: ~ S:.R7M~~R
9COLUMN3. 13) MAT 388

15-3: F>;,MAT C.i(3M c 2):,. MAT30885
LAq^ F0014AT C(9I., C(,13,2H4)=,G8.2)) MATCd860
1I:: FORMAT (3-1 A(,I1,4,I3s2m)=,Fl3.4) MAT00887

'4ATA8

.~- ._._.._._.._.
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SU'ROUTINE PU"MI PUM2 01O
CC.- ON /AU II/ .) IC 2)N(2)O'~.)PUMOO:02
CCO14MON /AMqAT/ A4AT(11C,275) PUMOO033
COMMO% /LUAOCOL/ LIA.)COL(4)i) PUMOVG04

- COMMON /A.;1c/ rS32~n)IpiVC25 - PUMO005
COM0r14 /RUF12/ P~~2)~~53,(2)PUMOCaZ6
COPMON /OpJpe /Hl4. ")rmA!)AIU5,3)4AX5V PM(.)LPM00
kUc 1,1-( p .,j M q(30L ~ () ,PUC CE(' PUM~m ( 5 3) P L 1) PUMso3lce
IOMMON /CPJMP/ PPUMqp(51 PUMO CZ

CC CMON~ /PUMPO/ PU.MPF( 3 :l R :. I I
CO-m4Ov /P24MPW/ Pi*FOCSP P.C2F2A)NPMCFTICSPMC.12

/ JATRI XI NMRO.N~tMCOL,NMSLACKNOVARS.N''JRO.,MXLPIT Pum32 13
-4N /NTIME/ N JIA C64G %PM MChK . L 0 CG , NR 0 .P IV PUM:C:1'

C040% /NJ4'8/ 9XPL31T ,N.,N...N 1,NVL.NPUMP.NST ,NCLASS. %ZOUAC--,PSCAPUMOZ.^j5
ILE 09 C MT 201.;
CC-MON /M0UjT/ M1UT.'4I% -- PJMOZ17
:C'MC%. /STAT.2/ ILPi:OPm,I3RAD.IFL0SEL,ILP l"01

:)c 2- :C.V4pump pomoc2zl
J=LPUCq IT( U PU-.1:22
IF LP P1J..: Go TO 2. P.JMZ 23
K=L r &02LCJ)-LRJ-P(I.J)-l !J MC. 2 2'
E-STCOST=PUC2-FA 1 .r (K)/PSCALEi U~j2

f PUICOST:1&.24,.'UMACRF.(( (0(PML(I).J)OPJMP(L..J,)...453).( CK(K)/PUmTC 2n

2 4 7 0(AIN( J).. 42) UO 2
PM:3ST=PUMPM..ArOCN.O('GMLCI ),J).CP'JIi,.j).I(CK)/PSCAL.lPPUJMPCPU20232

NP=PMC33T/P-g4PM PUMOZ231

WRIT-- (4UT.,') I -StCOzT.ACOST,PUICOST,PqCOST,ECOSTNP PUMOC:34
IF (AC3,j.,.T.1".:-2) 00O TO - Pumo2035
IF (AW3(ESTC l-ACOS:T)/ACST.LT.PCCFF) Go TO 2C ,Jz36

PU. 3 3 37
C ... OJUST SJDGET k30. C37-FFICIENTS PU m^ C

PUMCCC39
OL:-PUCOEF( I Pum.:C
IF 0~.T~.7 UCF()ACST/(XIU/PSCALE ) PUMC'.1
WRI~TE (4OUT,,C) 1, .LO,PUC.OEFPI PUM000Z42
OL2:=lPJCOEF( 1)-lL0)/PSCALE PUM2CC243
CA2'=:N-.AR;.4m.;LAC C N VROW PJMCTC'..
IF (4VK.t' IMV(I'V(K))=. PU 4.1 45
00 !C K=1.'J'C,.;2P~O 4

8MA1CKPj(')=AP.T(K.K,K).AM4ATtK(,IARY )*OLO PJMCZ04 7
1 CONTINUZPj3;4

NDIJMCM9K:NPJCHK1 PJM30C'.
ILP OPM:2 PUMOCO5

7 ONE PUM0005
C PUMO0.315

3^ FOPMA! (114 PUM~P NO,2 SO COT,Fd.2.10M ACT COSYZF'3.2.14M CAPOUM^IZGb4
.rTAL ClST=.FAi..'i MAI!J1 CSTZ.FS.2.13M ENERGYT COST~oF8.2.4M mP=.PUM0ZC55
2FF .2) PUMD:056
o' vqMAT ('-m pP42 Nd3. *I:.ldM OLD COEFFICIENT= *F9.2,18M NEW COEFFIPUM00057
ICIEN =,F4.2) c '5cS,

c PUM0OOS4
S'4' PUM00O6C
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SURROuTINr a EPO 11T REP.?CC.
CO4MON /RUF1L/ O(qr)IBC15.Nz3:. 453

OMON /HCVEC/ 8 1 .C!211) LEPOZ103
COM~O~/E2 l4EG3,.S!~(3. IEQ(IQM-Ef 3) NGL-7G(3 *N2SEV(3) REP5 oc.

:j m 01. /PT H I/ N S aT7)4FNSts EP:ZC35
C 0M04ON /PATH2/ PPTR(73).NLOAO(75) D~Ct

CC- ON /NODrE1/ PR(Z , S.LV(21) PEPC-E7
CO-mo-4 /NoOE2/ -JT(93.4tF233.3R74 REP:C03
COMMON /L:NK/ AL (4 ) .EXCAV ( 45) H( ) ICLASS('45)LIN.^ L (5)NO I APZO ':

CONMC% /PIPE/ PIPE(45) 0Ep ^11

CO4MON /STORE/ STCOS(7),S1-AY(
7

) r(C2

COMMON /LOADC.IL/ L.OAUCOL(4,) CP:C 1 3
ZONP)N /3u3l-/ P!ZUj25).MF(45.3),X(325J) lEPCZI4

CCM"ON /FLOA/ RO~~(~,LA3 EP3!

C ORMON /ZLCAOI ZLOAO(S);pcIi

f' 3MMON /PUMPA/ r4P":N.Mvc) p3,)~x1 *HPMAX(5)iHTv3vu4X99L*'J"P 9 *)LprE PC
1UCR I T (*NGPUJMO ( 3) PML (5) PuCOrF () 5 P'"P1 ( 5, 3) PVL ( I) EP'-
c .440Ol /GPUMO/ GPU'PCV,,3) EC!2
C:M-O% /PUMPF/ PU.MPF(5) RPL2
C34MO. /PPUMP/ PPUMP(A* RrPCC:22

CO-N /;&TR IX/ -N POWS,NMCOLS,,,NSAKNVR.SRAMLI R;'O7^
--- CO MMON / 9FG/ NHEO,NS7G.NL7EG, PEG pPlc Z24

COMMON /PUIIPV/ PUPEPF.,PO.,jCOST,PUM2M,PCOIFF,.ATCE.PtJACR,TIPCOS."EP:C5
Cl-MON /NUM67CR/ MXLISNGNLN*,4,SCASNOREPRP ~

ILE .CZ2

CO0-0O0 /"OUT/ MOUT.MIN 'rc P~ l
CCL-MON /!MAT3CN/ :MAE RZPLZ:2i
COMMON /STATUS/ IL. ORPM.1GRAO.IFL0SEL.IL0 Ee'3

COMMON /CTIME/ TMATT,TNETTTFLOS,TLDT.TLPFT, TPUMT, Ta7,RTAT,rSAv;IEP::3

T TTLOT
CO'(O /FLOV/ ZrLOOP.ITLOOP.ITFLO DEPC33
CON1ON /PPICC-/ DIPAC)(FvPIPE093TOACIF RP 1.34
!*4TrGZER PPTR,P!'E.VL.PM-L RPO
Z!MENI.ION AALC!), OO'(5). LOMVPIRCIO) REP'cc3,
I I.2~~~I~OMN..N.MrNC. GO TO 10 E; 3WPIT- (O~o, .C) ((IR(I).I= #NM OWS)REP .:3
wP!T;E t-OUT,2.C? ((I.C(J)),J=I,#NMCOLS) QP.

IF T, IMATGEN.E3. 1) GO TO 1: CEPOI4
RE TURN NEC

In iQ!T- (MOUT,26:) TMATT.TN--TT.TFLC3.TLT.TLPT.TPU.T3RAT.TIAT,TRZPCr?4
ILOT ,TSAvT RIA
rC!,N T I NuS ;MEp. Rs

IF (U%:T.11) 2C,3',23: P.E0 -

L c PEIMO 11 REPnC4iN

Ac COJ4XNUE EOC*

IF (UNZT,12) 4S.t5,23C -;"

C~IO12 REPO5 1,
IN (1Z.:) fPIZ(1).Xf325)) REPccOSA

4AIE (-OUT.27:i TTFL-30P REPOCO52

CALL FLOCMG REP0035os
0" AC j:1,NO REPODCS5

CALL MCOMP (.J) REPC3O56

6CCN14r'iuc REP3. CS'
WRITE (MOUT9294) REPOC058

It=LI.NC01 L )-! REPCOC5
TOTAL::' .' REPCc063
TOTPIM:. REPCD^.6A
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TOTPICC.. AEP '^62
01 10C I:3.NS REPOIC6i

00 70 J=1.3 RP16
:DOPt j)=: REPCS365

A AL C .) =C REP300 6
7 CONT[NUE REPscci?

KL:r RVP -C O6
K~ ICLASS(I ) R;EP'c 1&T
00 Ac J:1.NOlR- c7

LO4VPTR(J)=LOA0CQLC J)-N2-PU-Q( ').-VL.NOSEO,(J)-I '.7
;r CONTINUE R EPE ::7

00 9: J=..NCIAM(Z) R P, 17 5
IO:INT(O( I,J)) REP -

C ...iEAX OUT PIPE CA
0
!TAL AN3 OPERATING CISTS PC7

C aEP%3 7j
-ICOST:PIDACqF(TANUO.K).-X-AVF('i).X(II) 73P:C~
P!MCOST:PEE--m.FLOATU0).X( 113/5290. ar :i
IF (C.L..5)GO TO 9'7 FEPCca1
ALzKL.1 2"TCC82
A AL 3 L =X IT RP-8
0 OP C L 3 0( I. ) 7rP :G ,
T0ALT)TALPICOSTPMCOST pl8
T0TP1C=TOTP! C.PICOST PEPE. oc 8i
T OTO MTMOlTP I MP I MC03T REPC 9'S

CONTINUE 2P08
C REP: : I a
C..--PRINT OUT SECTION O)ATA - INCLUDING LZNGTN OF SELECTEC SE -ENTS QEP^:3 91

.4RITE (FOUT.q) PIOE( I3,AL( I),CCOOO(J).AAL(J) ,J=1,3) REP : 92
1^CONTINUE orEP:C:93

WRITE CFOUT,3^C EOC9
00 !1: 1:3,Ns p QC::9

WRITE CMOUT,31 ) PIPE(13,C(I,L3.L~l.NG) E:Zi
1:^ C3%TI-UE RrPC ::,r

(TE MOUT.32C) ;-c5

OT 12' I:',NS Sr.Z~
12; CCNTINUE . :1

WP!TE (MOUT.333) TOTAL pro-: 1
WRITS (-OUT,31-C) TOtPIC 'EPC:i 3
WRITE C'OUT.3:: ) TOTPIN REPC : 1EC

c : REP : I

C... PRINT :03T 904 AO!DITIONAL STORAGE rELr'VATIlNRE.'!
C REP: 31;3

SCOST:- * EPZ 104
TPUCOST-:. REPic112

IF CNlsT.rQ. ^) G3 TC i3c pPD:11'

DO 13." I:.NST RCPCC112

JC(I)=XtI)/PSCALEr
SCCST=OCOST.STCOST(r).pCI).STOACRF ko~l

1!: CONTINUE 4EP'."115

WRITE IMOIJT.36r) SCOST REPC:U , I
14: IF (NPUMP. Q..: GO0 TO 16 lAO0

WRITE t'OuT,37:)PEIG1
00 15Z IzI,NPUMP RErPS:::9

JXLPUCRITIl P PEPCZ11
IF (LPUM0(I,.I).EO.^: G!0 TO 151 *EP:CI23,
K2LOAOCOL(J.LPkl4P( I..J)-1 REPCO122
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ilEP:C125

I ) :rPCO124

-. TCOST=CPUICOST.PNCOST-rCOS') EO1

TOUC ZST= TPUCOST. RTC OST P1O

i;?T-- (.OUT,3.3j I.PTC'STPUICSTPOST.ECOST.HPE -3

1! CINT:4UE 
REP' 1 3

..;rT P~ ENALTY COST (C-P T-E OU-14 VARIABL-51 E 6-3

1. - TO1AL: OTIL.SCOST.TPUCOST :1'

C..CO'4PutE ANfl 0;NT RESULTS FOR hOOES

jc ( NDU.E.' ) GO TO 19' ECL 144

C .. 4X' 3P RATION -)AT& RP fi

04 ITSE (NOUT,A2..') REP :143

'PTE ('OUT,43C)4

0C 17C 1I1,4PU"
0 
. QrPl: :52

GO TO 17^. 15 3

- RITr 4.0LT.423) J.C(.((.J).'K:1.NPUPP) ELsi

:~CONTINUE-', 
IST

I- .% IF (?4v..EQ.c, ar to 210 RE.P ;15

. ......VALiC OPERATION DAT& QErP :1-:

* WRIT:' (MOUT.4-C) 
E IT

WdRITE 
p~Us bsP~~

or,0 213 I:1.Na 
-cls

(=L OAO)COL 3 .NJPUMP( 1

(':LO4CCOL( i bt(OPUMQ( I .NVL-1 
rI §

c 
Rtp: 17-

C--...U*4"Y VARIARL 3 OPERATIONAL STATUS qrCp i

C RE:.. 172

ARITE ("OUT.A7?) RE' ;,173

WRITE fmouy,'-,) 4EP-4.'274

CONTI7NJ:

C IF (NST.Lr.) 50 TO 211 ICPCC177

C... AJIYTON4AL STORAGE ELEVATION ZCi~
REPO 1171

*. TIN- REPIS3 I
C .EPI!:1%4

24T FORMA7 Mlm7 R(s,!2.)#Gq.2)) qEPOCT.SO
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-1.3 FO'4AT 18"HE,1,M),V.) REPOCI~i
ze; "OAT (///.3164 C3$0UTATI3Nj TIME TJTAL(ITM SECONOS)./.Lim SUBROUTIREPV21BT

1NE A3?. ,P.'I,-,- SUBROUTIINE NET'3P * /A. ./1IZ SUBROUTINE LEPC8
flt ,~.4/,~iSUSRO T NC LP *F3.O/H SUBROUIC LPFO0" 7REP".189

313.A1 Ijqm SUEIROUTINEMPUMCHA 13A/1' U
9
UIN RO ,A*/E~ 191

'' SUHROJTINE CIAMCMG.F&.4./.IM SUAROUT!N FLIEPA *. ./I SUREP:CIVL
SAROUTINE AAVSOPT,FR3..) REPC:1:,9a1

277:9:RMAT (2C%.- AZ3PTI'MAL L0. IT--VAIQN VC..I3) RP0
2A, rORM4AT W/IC,2.SOTIMAL 3IMTR,1,9I1/X3.SSCL

0
EPT:194

I--NGTH ZA" LENGTHL.36H CIA"? LSNSGTHZ IAM3 LENGTM3REP::1'4
2 ./2x.32S SANG FT. IN FT ,344 TN t

1
. REP>-19&

7 IN. FT. *X,/.54 ---- lC9 ---. ) P.EPIC197

2 912-A T ( 11122X.2 ASL INK FLOAd OI1STRI.V3JT I N (SP9' *I54N tL I N' LREP:,'13
1

IGADI LOAD. L0423 L)AD' LOAC3 L)AJS.73- L3A)7 LIA2A REPC:2C;

31POPMAT Z1 0.41 ,(1.),4$ 2'
2.2 'T C//lWLINK tA LTS.S (FT) */,,97", 1-:%" LOA)! LCAOP.P

i LO±O3 LOADS LOAO5 LOA06 LOAZY? LaOD LOAYVP:::
20 3 LZOD!) 3 -P -C

-33' POAMAT (/1.x ArCm AsT'rAL LOUIVALEN1T ANN4UAL 0 IPCLVC C1,3-.Rl3.
3.: FO'MAT /2Y,4214 SSEZIUIVAL.N1T ANNUAL 21

0
ELINE CAP ITAL Z3ST.F13. ) ' %2:

3!-: FORMAT C/ZXs2M %$ANNUAL PIPELINE -D&4 :33T ,F13.?) Rv P -2.3
!s- "0*4LT t/:x.: STOAL EQUIVALEAhT ANNUAL STZRLJE ::ST ,FA2.C) EP':C
37 Fl'qAT (5C- SS

0
UMP O. TOTAL :AOITAL MAINT E-NERGY HP) rP 1zi

342 T ORMAT (3m ltI.F3 REP;:211
3qf FORMAT (Z3s,*6' WIOTAL ED'UIVALENT ANNUAL NET.4ORKCNC EiALTY),FI2.RocT-cil

11) . 0 .^ --
A: C'0309UA (lA.//;5X,l;N NOOES DATA ./ZXl(H:,/X,3H NO EPZ:2'A

1 NO.,.X. HF' IZTION.SV. THRIN/MAX.7X,ISNEY)ISTING DJAL/25X,6HL RE 0::21"
ZOSSES.4X.I'.MPRESSURE ALLC'4O,.V.22APRESSUPE- ACTIVITY./) r0P21

41. FOSMAT (jN *1'HPRESSUtE£.3)EPZ1
427 FORMAT I/:x.z.MPUPS ACTIIYCC)/3, 1) 1P21
tfl FORMAT (/K#LOAD Pump ou'P PUMP Pump nU,5:RE-P;2l3

I H NO. NO.1! O. NO.3 NO3.' NO.3 N3.6) REPC2;)
''2 .F'MAT I/:.qs1,CxF.,.HS EPZ~rl;

A P ORAT 13/I .4NRCAL VAL E ACTV.TYIX1(N) REP3C2
4E: FI %*T (/,.LCH LIO VALVE VALVE VALVE VALVE ,55' "EPCC23

1HVALVE- VALVE VALVT VALVE VALVE VALV ,/.VIN NOaE3U
NO. 1 14:. 2 Nc. 3 NS1.4 NO.3 *4.MNO.s ALPICZ2&

3 NO .7 N.' NO0.9 NO0. 1: ) Ep r3O 12S
't FO"MAT (I:xztOMTVALVE- ACTI9TT,/l3X.2!(1m-lH ~ EPZ3T2

,p,. FOknIAT (/.4%H4 LCAO SOURCE SOURCE- SOURCE SOURCE.II-P7EP :2
SOURZ',/.'AN NO. NO0.1 No.2 %:.z qA. .*RM YZP2:32V

N*3) REDc '23-
4S' T1IAA (/:Y,3N CO ,rOAL STCRA3E E-LEVATIOS(C)/* 3( ),UTf 1

s::Cv2 4 1 3 C/,;RN ISADDED ELEVATION.1JP&.1) REPZ 3 3
C RCPC:234

RN EP:2155

4
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SSOUTINF TRADE (LVE ).NEN!CR,LlA0) TAO~

COMMON /AMAT/ AMAT(ICC.275) TRA ;:C!

CO4MON /BCvEC/ ?(,25).C(329i) TA'

CO'-40r, /1';TER/ LQPTR('5hL.2M(325 TRAC .lj

C OM-0.N /P4T.41/ 'IST ART( 75) NFI'qlSH( 7i) TRA- C-.",7

C 0W 4 Or. /P ?4.42/ PPTQf7A),NL0AO(73)TRAZ :'

C3-M0N / 1 ClE I / P r 3 E LV( 2 R R

CO'-MO%, /1 O/IjTA*T-1 3G? STCP-.LPtAC' TRA:

:3-MON /wQUTI M3~.T.MI'J TRAC: 21

'4N P;17Q 4-,!G,NLO.NPCl TRAZZ2

- P-ON /NDHSC"G/ N.P-SCHG TA
... TEG- E)PTR,P''TR.H4O ZA 2

TL~Or mZ !AEc: 2j

C :E-ItCT7T MATRIX iRA_-

TRA3

V) J. -2 K 11'CP Q(4N -RL A ) TRA A

JM.LIA))-OJAC3LPT(LINT
9 -()L TRA.,.2

TRA.CC -

TRAZ-3

L I NK 1163TRA-C.3,

I . = . TRA, :

TRACZ.4

1 F (IN5 U' T ' 1 JI rRA;: 5,

TPACC 5

cO NTINU: TPAh .5

TRACC52

COTADCjL.TIAUT255

ZT TRACC 5i

- LM(NS~ma~T(LC() ,-L(NNTrllL~) ,.eLcNNTEI-R4(L NTQI LOA~ TRA... .4

'C ;NO( NAMS :G1 :LvI' TRAZ ;

C'4NAC 1NTfPACTrON AR44YS TRA.^3'6I1
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05 AOL-OL,4)-4L 3LOO- TRA22 63

LOOP= t-NO-NSCGl TRAI 2.-

IF (EOPTq(LOOP).Er.:) SO TO mj0 TRA ':63

- [PTCLOO
0

)*i pc66

00 . J=1,LCOM(K-1,) TRA:C,67
IF L0(.O-ER LCOM(K)v V0G TA -J6s

!PCLCO MK).-EG.LVEG) LC3MCK=-NFINISH4L EGO) TAL
K=K-L00M(I(-).2 TR : G 7 ;

S COPNT7Nur TRA.CC 71

C-- N 1~ CN IUE TRACOC72
II-TPN SHL ,LOAC)=NOTR(NF41SHt(LVE-Q).L0A) TRA'5 73

c TQA;-:37,

CR A

.J.



GLOSSARY

This glossary defines the symbols used in this paper includ-

ing where applicable the units of measurement. The section or

Appendix where the symbol is introduced is given in parenthesis fol-

lowing the definition.

A k--the cross-sectional area of link k (square inches) (3.3.4.1)

a.--the constants used to define sets on the real line (5.4.3)1

a--the maximum step length in the detailed design solution algorithm

(GPM) (5.5.2.7)

k --the maximum step length at iteration k (GPM) (5.5.2.7)

amin --the step length below which the detailed design solution

algorithm terminates (GPM) (5.5.2.8)

B--the linear program basis matrix (5.5.2.6)

BMAX--the maximum budget level (dollars) (5.3.2.6.4)

b.--the external flow at node i (GPM) (1.1.4)

433
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C5--the cost vector of the linear program basic variable (5.5.2.6)

C E--the cost of electricity per kilowatt-hr (dollars) (5.3.2.6.3.2.1)

C k--the total capital cost of link k (dollars) (3.3.5.1)

CCP(Q)--the optimal objective value of the complementary convex pro-

gram with flow distribution Q (5.5.2.1)

CFR--the capital recovery factor (5.3.2.6.2)

CL Q--the total equivalent uniform annual cost per foot for install-

ing a segment of diameter jESk (dollars/foot) (3.2.2.1)

c k--the total estimated cost of installing redundant link k in the

system at minimum diameter (dollars) (4.4.1.1) ii
c kj--the total estimated cost of installing candidate diameter redun-

dant link jS k  (dollars) (4.4.2.1)
ki

c.--the reduced cost of the j th linear programming variable

(3.5.2)

0--the link diameter (inches) (1.1.3)

Dk--the diameter of link k (inches) (1.1.4)
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Dk--the optimal link diameter for link k (inches) (Appendix C)

D kj--the jth candidate diameter for link k where jE£Sk (inches)

(3.3.2.1)

DNODE--the set of demand nodes (3.2.2.1)

d.--the minimum total redundant link capacity required to cover the

failure of primary link i (GPM) (4.4.2.1)

S-method--one of the two principal methods of separable programming

(3.3.5.2)

D --the change in diameter for link k (inches) (4.4.4)
k

E--the general symbol for energy (ft-lb or kw-hr) (1.1.2)

EL--the vertical distance (elevation) above a fixed datum plane

(feet) (1.1.2)

EL.--the elevation at node i (feet) (1.1.2)

EQCAPi--the average excess primary link flow capacity available from

the alternate source in case of failure of primary link i

(GPM) (4.4.4)
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EUAC--the equivalent uniform annual costs (5.3.2.6.2)

e'--the thickness of the pipe wall (inches) (1.1.3)

e ik' e ikj--the discrete valued constants used in defining the con-

straint matrix for the set (Problem P6) and flow (Problem P7)

models (4.4.1 and 4.4.2)

E _2- th e constants used as stopping criteria for the Hardy Cross

balancing method (1.2.1)

AENERGY--the estimate of the external energy which must be added to

the system to attain minimum normal nodal pressure levels

(feet) (3.4)

F--the feasible region of the MAXWMIN problem (Problem P12) (5.3.3.2)

f'--the dimensionless friction factor in the Darcy-Weisbach rational

friction loss formula (1.1.3)

-a

fk), f t ( )--general arbitrarily defined real valued

functions I

Gi--the gradient for loop i (5.5.2.7)

keGMAxk--the largest absolute value of G. at iteration k (5.5.2.7)
~1
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GPM--the abbreviation for gallons per minute (1.1.3)

GRAPH--an undirected graph (3.3.1)

g'--the gravitational constant (ft/sec 2 ) (1.1.2)

g( ), gik), g( )--general arbitrary real valued functions (3.3.5.2)

y--the specific weight of a fluid (lb/ft 3 ) (1.1.2)

H.--the head at node i (feet) (3.2.2.1)

H .()--the head at node i under loading condition Z (feet)

(5.3.2.7)

AH.--the change in head at node i during application of the nodal1

form of the Hardy Cross method (feet) (1.2.1)

AHF--the frictional head loss on a link (feet) (1.1.2)

AHF --the frictional head loss on link k (feet) (1.1.4)
k

AHF k--the optimal frictional head loss on link k (feet) (Appen-

dix C)

AHFk(Z)--the frictional head loss on link k during loading £

(feet) (5.3.2.1)

!o*
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HMIN.--the minimum head at node i (feet) (3.2.2.1)

HMIN.(Z)--the minimum head at node i under loading Z (feet)

(5.3.2.1)

HP --the horsepower of pump k (horsepower) (5.3.2.6.3.2.1)
k

HPMAX --the maximum horsepower of pump k (horsepower) (5.3.2.5)k

HPMIN -the minimum horsepower of pump k (horsepower) (5.3.2.5)
k

HW--the dimensionless Hazen-Williams roughness coefficient (1.1.3)

HW -- the Hazen-Williams roughness coefficient for link k (1.1.4)
k

hi(i)--a general nonlinear function (1.2.1)

I--the interest rate on funds (5.3.2.6.2)

inf--the infimum of a function (5.4.3)

J --the hydraulic gradient for link k , i.e., head loss per unit
k

length of pipe (3.3.4.1)

J --the optimal hydraulic gradient on the j th segment of link k
kj

(Appendix C)
i

oA
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,J--the optimal hydraulic gradient on the j th segment of link k

on loading Z (Appendix C)

J--a uniform hydraulic gradient (3.3.4.1)

k
JAC --the Jacobian matrix at iteration k of the Newton-Rhapson

method (1.2.2)

K--the general multiplicative constant in the empirical frictional

head loss equation (1.1.3.)

K --the constant multiplier for frictional head loss in link k
k

(1.1.4)

Kkj--the constant multiplier for frictional head loss on segment

jiES k on link k (5.3.2.1)

K k--constant multiplier used in development of nonlinear minimum

cost flow model (3.3.5.1)

L--the link length (feet) (1.1.3)

4
Lk--the length of link k (feet) (1.1.4)

k

LCi--the set of loops which have links in common with loop i

(5.5.2.7)
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LE--the set of emergency loading conditions (5.3.3.2)

LINK--the set of links in the distribution system (3.3.1)

LN--the set of normal loading conditions (5.3.3.4)

LOOP.--the set of links in loop i (1.1.4)

LOOP.( )--the set of links in loop i under loading conditions 2

(5.3.4)

LP. .--the length of the j th path from the source to node i in

the shortest path tree model (feet) (3.3.4.1)

Zck--the critical loading condition for pump k (5.3.2.6.1.2)

91 z2--the dimensionless constants used in defining the capital

pump cost function (3.3.5.1)

93--a dimensionless constant used in development of the nonlinear

minimum cost flow model (3.3.5.1)

z4 z5, £6
"-the dimensionless constants used in defining the capital

pump cost function (5.3.2.6.1.2)

X-method--the method of separable programming used to solve the non-

linear minimum cost flow model (3.3.5.2 and Appendix B)

r7,77,77_7777---
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'--the expected number of link failures per foot of pipe per year

(4.3.2)

X _--the weight used in the proof of THEOREM II (Appendix C)
kj

M--the number of decision variables in the separable program

(Appendix B)

M'(GRAPH)--the tree matrix used to count the number of spanning trees

in a graph (3.3.1)

MAXFLOIT--the maximum number of flow iterations in the detailed

design solution algorithm (5.5.2.8)

MAXIMB--the maximum head imbalance in the Hardy Cross method (Appen-

dix A)

MAXMIN--the objective function to maximize the minimum nodal head

over all emergency loading conditions (5.3.3.1)

MAXWMIN--the objective function to maximize a weighted sum of the

minimum nodal heads over all emergency loading conditions.

This term also refers to Problem P12. (5.3.3.1)

MAXWNODE--the objective function to maximize a weighted sum of nodal

heads over all emergency loading conditions (5.3.3.1)

C-- -
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MINCOST--the objective function to minimize equivalent uniform

annual costs. The term also refers to Problem P13 (5.4.2)

m--the dimensionless constant exponent for the diameter in the

empirical frictional head loss equation (1.1.3)

I'. .--the i,j element of M'(GRAPH) (3.3.1)

N--the number of equations in a system of equations (1.2.1)

NLINK--the number of links in the distribution system (1.1.4)

NLOAD--the number of loadings (Appendix C)

NLOOP--the number of independent loops in the distribution system

(1.1.4)

NLOOP(Z)--the number of active loops under loading condition Z

(5.3.4)

NNODE--the total number of nodes in the distribution system (1.1.4)

I
NODE--the set of nodes in the distribution system (3.3.1)

NPi--the number of tree paths from the source to node i in the I
shortest path tree model (3.3.4.1)

$... .... .. |
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NPPUMP k--the number of identical parallel pumps composing pump k

(5.3.2.6.1.2)

NPUMP--the number of pumps in the distribution system (3.2.2.1)

NSOURCE--the number of sources (5.3.2.2)

NST--the number of elevated storages in the distribution system

(3.2.2.1)

NYEAR--the economic life of an item of capital equipment (years)

(5.3.2.6.2)

--the pump-motor efficiency of pump k (5.3.2.5)
*k

n--the exponent of Q in the empirical head loss equation (1.1.3)

O.--the set of links with flows leaving node i (1.1.4)

a--a closed, bounded set (3.3.5.1)

PATH si--the set of links, pumps, and storages on the path from

source node s to demand node i (3.2.2.1)

PEN k--the penalty coefficient used in the quadratic programming

problem, Problem P18 (Appendix C)

I
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PHMIN k--the minimum head for pump k (feet) (5.3.2.5)

PHMAX k--the maximum head for pump k (feet) (5.3.2.5)

PL--the set of links in the core tree (3.2.2.1)

PL--the set of non-tree or candidate redundant links (3.2.2.1)

PL --this term used to identify a specific subset of non-tree links
k

(4.4.3)

Pu [XP (Zck), QP(c)--the total equivalent uniform annual capital
k k k(k

and operating cost for pump k (dollars) (3.2.2.1)

7r--tie dimensionless constant which is the ratio of the circumfer-

ence of a circle to its diameter (3.3.2.1)

f = (TI' ...)--the vector of dual variables (5.5.2.6)

p--the fluid pressure (Ib/ft2 ) (11.2)

pi--the fluid pressure at point i (b/ft 2 (1.1.2)

Q--the flow rate (GPM) (1.1.3)

Qk--the flow rate on link k (GPM) (1.1.4)

Qk(t)--the flow rate on link k on loading Z (GPM) (5.3.2.1)
k_
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Q = Q NLINK )--the link flow distribution vector (GPM)

(5.5.2.1)

Qk--the link flow distribution vector at the kth iteration of the

detailed design solution algorithm (5.5.2.7)

Qk--the initial estimate of flow on link k for the linear theory

balancing method (1.2.3)

Q*--the optimal flow on link k (GPM) (5.5.4)

Qk.-the expected flow on link k after failure of pirmary link i
1

(GPM) (4.4.4)

QMAXk--the flow capacity of link k (GPM) (3.3.4.1)

Qk-the average daily flow rate on link k (GPM) (4.3.1)

AQi-the flow change on loop i (GPM) (1.2.1)

(0 ... AQNLoOP)--the vector of loop flow changes (GPM)

(5.5.2.1)

Q --the vector of loop flow changes at the kth iteration of the

detailed design solution algorithm (GPM) (5.5.2.7)

Vt !|-
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IQMIN k--the minimum loop flow change at iteration k used in the

detailed design solution algorithm (GPM) (5.5.2.7)

QP k--the flow through pump k (GPM) (3.2.2.1)

QPk(Z)--the flow through pump k under loading 2. (GPM) (5.3.2.5)

R--used to define a specific convex set (5.4.3)

Re--the dimensionless Reynolds number (1.1.3)

RMAX--the maximum resistance which a valve can provide (feet)

(5.6.4.3.3)

r.--the minimum number of redundant links required to cover the

failure of primary link i (4.4.1.1)

S k--the set of candidate diameters for link k (3.2.2.1)

SHMAX k--the maximum height storage k may be elevated (feet)

(5.3.2.4)

SNODE--the set of source nodes (3.2.2.1)

SOURCE.--the j source (4.4.4)

STC --the equivalent uniform annual cost per foot for elevating
k

storage k (3.2.2.1)

i1
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SSP.--the set of primary links on the source-to-source path from

the alternative source to primary link i (4.4.4)

SV--the salvage value ratio for an item of capital equipment

(5.3.2.6.2)

T.--the set of links with flows entering node i (1.1.4)

t.--the expected repair time for repairing failure of primary

link i (minutes) (4.3.1)

U--the load factor for computing the pump energy usage

(5.3.2.6.3.2.1)

u.--the expected unsatisfied demand resulting from each failure1

of primary link i (gallons) (4.3.1)

u.--the expected annual unsatisfied demand resulting from failure

of primary link i (gallons) (4.3.2)

V--the velocity of water flow (ft/sec) (1.1.2)

V --the velocity of water flow on link k (ft/sec) (1.1.2)k

w--the weight assigned to emergency loading Z in the MAXWMIN

problem (5.3.3.2)

e--
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X--the general set of decision values in a mathematical programming

problem (5.3.3.2)

XL k--the length of pipe of diameter jSS k  to install on link k

(feet) (3.2.2.1)

XP--the head lift provided by a pump (feet) (1.1.2)

XP k--the head lift provided by pump k (feet) (3.2.2.1)

XP k (z)--the head lift provided by pump k on loading z (feet)

(5.3.2.1)

XSk--the height to elevate storage reservoir k (feet) (3.2.2.1)

XV, XVi--the resistance provided by valve i (feet) (5.5.2.6)

x--a general one dimensiinal real variable (5.4.3)

= (xI ... )--a general vector of real variables (1.2.1)

x.--a single component of the vector (1.2.1)

k _ the value of x at iteration k (1.2.1)

x --the change in x at iteration k (1.2.1)

,x.--the change in x. x (1.2.1)3
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k_ k ^k
Ix --the change in x. Lx at iteration k (1.2.2)

J j

yi--a general 0-1 decision variable (3.2.2.1)

Y. --a general 0-1 decision variable (3.3.4.1)

yi--a discrete valued variable (4.4.4)

z--the objective function value for a mathematical programming

problem (3.2.2.1)

z*, z**--the optimal objective function value for a mathematical

programming problem (3.2.2.2)

z --the value of the minimum nodal head on emergency loading z

(5.3.3.2)

Az--the change in objective function value (3.5.2)

j
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